


University of Dortmund, GermanyMadhu Sudan Massachusetts Institute of Technology, MA, USADemetri TerzopoulosUniversity of California, Los Angeles, CA, USADoug TygarUniversity of California, Berkeley, CA, USAGerhard Weikum

Lecture Notes in Computer Science 5274
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
University of Dortmund, Germany

Madhu Sudan
Massachusetts Institute of Technology, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max-Planck Institute of Computer Science, Saarbruecken, Germany



George Pavlou Toufik Ahmed
Tasos Dagiuklas (Eds.)

Management of
Converged Multimedia
Networks and Services

11th IFIP/IEEE International Conference on Management
of Multimedia and Mobile Networks and Services, MMNS 2008
Samos Island, Greece, September 22-26, 2008
Proceedings

13



Volume Editors

George Pavlou
University College London
Department of Electonic and Electrical Engineering
Torrington Place, London, WE1E 7JE, UK
E-mail: G.Pavlou@ee.ucl.ac.uk

Toufik Ahmed
University Bordeaux 1
CNRS LaBRI Lab
351 Cours de la Libération, 33405 Talence Cedex, France
E-mail: tad@labri.fr

Tasos Dagiuklas
TEI of Mesolonghi
Dept. of Telecommunications and Networks
30300 Nafpaktos, Greece
E-mail: ntan@teimes.gr

Library of Congress Control Number: 2008934861

CR Subject Classification (1998): C.2, H.4, H.5, H.2.4, H.4.3

LNCS Sublibrary: SL 5 – Computer Communication Networks
and Telecommunications

ISSN 0302-9743
ISBN-10 3-540-87358-9 Springer Berlin Heidelberg New York
ISBN-13 978-3-540-87358-7 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

Springer is a part of Springer Science+Business Media

springer.com

© IFIP International Federation for Information Processing, Hofstrasse 3, A-2361 Laxenburg, Austria 2008
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12523825 06/3180 5 4 3 2 1 0



Preface

This volume presents the proceedings of the 11th IFIP/IEEE International
Conference on Management of Multimedia and Mobile Networks and Services
(MMNS 2008), which was held on Samos, Greece during September 22–26 as
part of the 4th International Week on Management of Networks and Services
(Manweek 2008). As in the previous three years, the Manweek umbrella al-
lowed an international audience of researchers and scientists from industry and
academia – who are researching and developing management systems – to share
views and ideas and present their state-of-the-art results.

The other events co-located with Manweek 2008 were the 19th IFIP/IEEE
International Workshop on Distributed Systems: Operations and Management
(DSOM 2008), the 8th IEEE Workshop on IP Operations and Management
(IPOM2008), the Third IEEE International Workshop on Modeling Autonomic
Communications Environments (MACE 2008), the 4th IEEE/IFIP International
Workshop on End-to-End Virtualization and Grid Management (EVGM 2008)
and the 5th International Workshop on Next-Generation Networking Middleware
(NGNM 2008).

Under this umbrella, MMNS again proved itself as a top public venue for
dissemination of results and intellectual collaboration with specific emphasis
on the management of emerging mobile and wireless networks. The objective
of the conference is to bring together researchers and scientists from academia
and industry interested in state-of-the-art management of converged multimedia
networks and services across heterogeneous networking infrastructures.

Contributions from the research community met this challenge with a total of
46 paper submissions from four continents. A comprehensive review process was
carried out by the Technical Program Committee and additional subject area
experts, with all papers receiving three reviews. Subsequently, all submissions
were ranked based on review scores as well as the wider Technical Program
Committee’s view of their contribution and relevance to the conference scope.
After a relevant discussion, it was decided to accept 15 full papers and 1 short
paper, presenting work in progress. The overall acceptance rate was 32.6%, which
is in line with previous events and guarantees a high-quality technical program.
The diverse topics in this year’s program included services and user experience,
management aspects of wireless and cellular networks, monitoring and control
and resource management, IMS platforms for the management of applications,
P2P overlays for multimedia applications and services all contributing to the
management of real-time mobile multimedia services, as expressed in this year’s
motto.

The high-quality MMNS 2008 program is a delicate concoction based on
the accepted papers of the original and novel contributions of all the authors
who submitted their work to the conference, purified by the hard work of the



VI Preface

MMNS 2008 Technical Program Committee members and the rigorous review
process accomplished by this set of worldwide experts, supported by the 2008
Manweek Organizing Committee, and enabled by the generous contribution of
IFIP, IEEE and the sponsor companies, all of whom are gratefully thanked by
the conference Technical Program Committee Chairs. In addition, we thank the
Publication Chair Tom Pfeifer and the Springer LNCS team for their support
of these proceedings.

We have no doubt that the MMNS 2008 conference was another significant
step towards the ability to develop, manage and control truly scalable end-to-end
multimedia-based services over next-generation wired and wireless networks.

September 2008 George Pavlou
Toufik Ahmed

Tasos Dagiuklas
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Hanan Lutfiyya University of Western Ontario, Canada
John Vicente Intel Corporation, USA
Jun Li University of Oregon, USA
Karim Seada Nokia Research Center, Finland
Liam Murphy UCD, Ireland
Lukas Kencl Czech Technical University (CTU),

Czech Republic
Maja Matijasevic University of Zagreb, Croatia
Masum Hasan Cisco Systems, USA
Mihaela van der Schaar UCLA, USA
Nazim Agoulmine University of Evry, France



Organization IX

Ralf Steinmetz Darmstadt University, Germany
Roger Zimmermann National University of Singapore, Singapore
Sasitharan Balasubramaniam Waterford Institute of Technology, Ireland
Sven van der Meer Waterford Institute of Technology, Ireland
Theodore Willke Intel Corporation, USA
Theodore Zahariadis TEI of Chalkida, Greece
Thomas Magedanz FhG FOKUS, Germany
Tom Pfeifer Waterford Institute of Technology, Ireland
Viji Raveendran QUALCOMM Incorporated, USA
Yacine Ghamri-Doudane LRSM - ENSIIE, France
Yangcheng Huang Ericsson, USA



Table of Contents

Wireless Ad Hoc and Sensor Networks

A Knowledge Plane for Autonomic Context-Aware Wireless Mobile
Ad Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Daniel F. Macedo, Aldri L. dos Santos,
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A Knowledge Plane for Autonomic
Context-Aware Wireless Mobile Ad Hoc Networks

Daniel F. Macedo1, Aldri L. dos Santos2,
José Marcos S. Nogueira3, and Guy Pujolle1

1 Université Pierre et Marie Curie-Paris6, France
2 Federal University of Paraná, Curitiba-PR, Brazil

3 Federal University of Minas Gerais, Belo Horizonte-MG, Brazil
{Daniel.Macedo,Guy.Pujolle}@lip6.fr, aldri@inf.ufpr.br, jmarcos@dcc.ufmg.br

Abstract. Due to the emergence of multimedia context-rich applica-
tions and services over wireless networks, networking protocols and ser-
vices are becoming more and more integrated, thus relying on context
and application information to operate. Further, wireless protocols and
services have employed information from several network layers and the
environment, breaking the layering paradigm. In order to cope with this
increasing reliance on knowledge, we propose MANKOP, a middleware
for MANETs that instantiates a new networking plane. The Knowl-
edge Plane (KP) is a distributed entity that stores and disseminates
information concerning the network, its services and the environment,
orchestrating the collaboration among cross-layer protocols, autonomic
management solutions and context-aware services. We use MANKOP to
support the autonomic reconfiguration of a P2P network over MANETs.
Simulation results show that the MANKOP-enabled solution is applica-
ble to more scenarios than the classic approaches, as the network adapts
its query dissemination strategy to match the current conditions of the
peers.

1 Introduction

With the evolution of networking and electronics, communication capabilities
are nowadays implemented in a huge set of devices, such as notebooks, PDAs,
cell phones or even household appliances. Those devices can provide multimedia
and interactive content, such as pictures, audio, video or online gaming, requiring
strict QoS guarantees from the underlying networking infrastructure. Further,
although some of those devices face several connection challenges due to mobility,
users expect a responsive and efficient experience at all times.

Those severe performance requirements have led to the creation of cross-layer
protocols, which aim at optimizing the operation of the network by breaking the
encapsulation and isolation principles, sharing information with several layers
at the same time [1]. Further, ubiquitous mobile devices and networks should
seamlessly blend with their surroundings, thus requiring that networking solu-
tions and services adapt automatically to changes in their environment and in

G. Pavlou, T. Ahmed, and T. Dagiuklas (Eds.): MMNS 2008, LNCS 5274, pp. 1–13, 2008.
c© IFIP International Federation for Information Processing 2008



2 D.F. Macedo et al.

user needs (their context) [2]. Finally, the complexity and dynamics of wireless
networks has spurred the research on autonomic network management solutions,
which also require a view of the network as a whole [3].

The urgent need of information driven by cross-layer protocols, context-aware
services and autonomic networking was hence the driving force for the concep-
tion of middlewares and mechanisms that promote information sharing. How-
ever, existing solutions tend to be specific to one of the three problems above,
thus requiring multiple independent information services. Due to the use of dis-
parate systems, information is not entirely shared, requiring replicated effort to
maintain the same data on several systems.

In order to solve this problem, we advocate the use of a single distributed
information service that stores any knowledge required to the operation of the
network. This service can be seen as a new networking plane, called Knowledge
Plane (KP), that deals with knowledge sharing. The KP lies between networking
protocols and services1, serving the information needs of both. Thus, all infor-
mation concerning a service or protocol would be stored on this plane, spurring
the free flow of information among services. The KP would replace the informa-
tion repositories of autonomic management solutions and context-aware systems,
storing context, knowledge, policies and past network behavior. It would also
work as a cross-layer framework, exposing the interdependency among protocols
and allowing the sharing of information using rich information models.

The use of a KP is natural in MANETs, since the resource restrictions of
such networks impose the development of integrated, multi-layer context-aware
solutions. For example, it is impossible to think of a routing or transport protocol
that does not take link quality and battery life into account [4,5]. Further, node
movement and node and link failures demand that each protocol autonomically
reconfigures some of its parameters. Since such networks are highly dynamic, due
to the unpredictability of the hardware and of wireless links, existing information
services for wired networks are not applicable because of their high overhead.
The low bandwidth and high latency of the links make data synchronization too
costly, thus services deployed over MANETs should rely on a partial knowledge
of the state of the network [6, 7].

This paper proposes a middleware that instantiates a KP over MANETs. This
KP, called MANKOP (MANet KnOwledge Plane), is adapted to the character-
istics of the wireless medium and the resource restrictions of mobile nodes. It
provides secure access to context and knowledge, as well as mechanisms for au-
tomatic information dissemination among MANET nodes. Due to the availabil-
ity of more knowledge for the optimization of network protocols, services and
autonomic management solutions, MANKOP allows a smoother operation of
demanding applications such as multimedia and cooperative services. In order
to show the benefits of MANKOP, we evaluated a MANKOP-aware Peer-to-
Peer (P2P) network that automatically reconfigures the way queries are dissem-
inated based on information stored on the KP. Simulation results show that the

1 In this text we also consider management protocols and overlay networks such as
P2P networks as services.



A KP for Autonomic Context-Aware Wireless Mobile Ad Hoc Networks 3

MANKOP-enabled solution is applicable to more scenarios than the classic ap-
proaches, as it presents a performance comparable to that of the classic query
strategy more suitable for each scenario.

This paper is organized as follows. Section 2 describes the related work.
Section 3 details the MANKOP architecture. Section 4 shows the case study and
simulation results. Finally, Section 5 shows our conclusions and future work.

2 Related Work

In order to adapt the autonomic concepts to the networking world, Clark et al.
added a plane to the OSI model, called knowledge plane [8]. Clark’s knowledge
plane manages the networking protocols (the data plane) using artificial intel-
ligence algorithms that automatically react to changes in the network, in user
requirements and in the environment2. Clark’s as well as other autonomic man-
agement architectures [8, 9, 10] use context and application awareness to base
their decisions upon rich models of the services and the environment. Those
works usually assume that there is an information base from where knowledge
can be stored and fetched in a scalable way. However, such information sys-
tems are still an open research issue [10,11]. MANKOP is an instance of such a
knowledge base, and thus could be support the operation of those architectures
on MANETs.

Due to the scarce resources and the harshness of the wireless medium, cross-
layer design is frequent in MANETs [12]. Cross-layering might induce a high layer
interdependency, producing less modular code. To reduce those effects, several
works proposed middlewares for MANETs providing standardized mechanisms
for information sharing [13, 14, 15]. Usually, however, those middlewares are re-
stricted to the information stored in each node, and employ simple information
models or no model at all. Our work allows the representation of information
using elaborate models and provides means to fetch information from any node
in the network, thus improving the state of the art.

Conti et al. proposed event-based cross-layer interfaces [13]. Razzaque et al.
created a middleware that is dynamically fed by the protocol stack, using contex-
tors [14]. Each protocol has its contextor, which inserts and queries information
from the middleware. In both approaches the stored information is limited to
the current node. Further, there is still replication of information, since proto-
cols cannot see each other’s data unless they are explicitly exported. Winter et
al. created a cross-layering middleware that divides information into local and
global views [15]. The local view concerns the host node, while the global view
represents the aggregated state of the network. The lack of information per-
taining individual nodes precludes the use of those solutions for tasks such as
management.

Other middlewares for information dissemination on MANETs support multi-
agent systems. They limit the amount of information available to each agent
2 Throughout this paper we refer to a knowledge plane as the plane responsible only

for the dissemination and management of knowledge.
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to reduce their resource usage. In the spatial programming paradigm, the data
available to each node varies according to its location [16]. This model is handy
for applications where nodes in a region tend to perform similar computations
(e.g. for target tracking, detection of natural events), being simple to implement
and highly scalable. The problem is that certain applications, such as Peer-to-
Peer overlays, require information from nodes that are far away. TOTA (Tuples
Over The Air) is an information dissemination middleware for multi-agent sys-
tems [17]. It employs the concept of stigmergy, that is, individual agents com-
municate by changing their local environment. Although simple and scalable,
protocols and services must be modeled using stigmergic patterns, which may
be hard for tasks such as distributed management. Also, this middleware may
not scale well with complex dissemination and maintenance rules.

Haggle is an autonomic middleware designed for opportunistic MANETs [18],
which are networks where nodes face frequent disconnections for extended peri-
ods of time. Nodes access remote information as if it were local, in a secure and
simple way. This approach also has its drawbacks, such as the lack of trap-based
access, which is extensively used in network management.

3 The MANKOP Middleware

The MANKOP middleware constructs a distributed information base, called
Knowledge Plane (KP). The KP stores information and knowledge pertaining
all the protocols and services of the network. Further, the KP acts as a collabora-
tion layer, encouraging the adoption of context-aware, cross-layer protocols and
services by providing interfaces for information dissemination and sharing. This
plane lies between the service plane, composed by the services and management
solutions, and the data plane, composed of devices and networking protocols, as
shown in Figure 1. This organization allows services and autonomic managers
to incorporate context-awareness or use the KP as a database for services and
capabilities of the network, in order to compose more complex services. Further,
protocols could use MANKOP to optimize their operation through cross-layering
and context awareness.

In order to improve scalability, each node stores information concerning itself
and also replicates data from local neighbors or other nodes with which it com-
municates. Information from distant nodes can be either queried directly from
the nodes that produced it, or cached locally. However, the middleware does not
guarantee that the cached copies are synchronized with the original data. The
middleware also supports event notification services.

Data stored in MANKOP can be accessed using push/pull commands like
GETS and TRAPS. Even though MANKOP does not specify a standalone data
model, it is advisable to use one that supports rich information models. For
instance, XML-RPC has been shown to be feasible in MANETs composed of
modest PDAs [19]. Further, the content stored in MANKOP is updated in one
of two ways. Either the services that produced the information specify an infor-
mation dissemination policy, or they disseminate the information themselves. In
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Fig. 1. The three planes in autonomic networks
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Fig. 2. The MANKOP module and its interaction with protocols and services

both cases, MANKOP provides interfaces that encapsulate the sending of mes-
sages, allowing piggybacking several pieces of information in a single packet. This
reduces the control overhead of the network, which reduces energy consumption.

The organization of the MANKOP middleware is depicted in Figure 2. It is
composed of three tiers: the knowledge tier, which stores the knowledge produced
by the network, the engine tier, which performs several tasks over the stored
knowledge, and a security tier, which secures the access to information.
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3.1 The Knowledge Tier

MANKOP’s knowledge tier has three components, which store knowledge pro-
duced by the application and provide abstractions for physical sensors. MANKOP
should model information following a standardized information model, such as
DEN-ng [20], DMTF’s CIM [21] or RDF schemas.

The Sensor Abstraction Component deals with access to hardware sensors. In
this paper we differentiate among hardware sensors and virtual sensors, as it is
usual in the literature of context-aware and multi-agent systems [2]. Hardware
sensors monitor physical devices, e.g. a GPS, a battery indicator, an accelerator.
Virtual sensors, on the other hand, monitor software, providing readings such as
the occupation of a packet queue, the number of TCP flows or the version of a
program. The sensor abstraction layer provides a standardized interface for the
access to hardware sensors, hiding device-specific interfaces and commands from
other MANKOP components. For example, location data from diverse devices,
such as a GPS or infrared-based systems, would be translated into a standard-
ized representation for location, e.g. coordinates in degrees with their associated
imprecision. The sensor abstraction component does not deal with virtual sensor
data, which would be stored either at the AKB or at the NIB.

The AKB and NIB Components store knowledge. The Application Knowledge
Base (AKB) stores knowledge coming from applications and high-level services,
whereas the Network Information Base (NIB) stores information from network-
ing protocols. This separation is due to performance reasons. Protocols have
stronger real-time requirements and must respond very fast to events. Further,
they usually require simple data, which can be easily represented using simple
data structures (e.g. a floating-point number would suffice to represent queue oc-
cupation, signal-to-noise ratio and link reliability). Autonomic services, on the
other hand, rely on complex information describing services, policies and prod-
ucts (a book, a VoIP connection). Hence, such services demand object-oriented,
feature-rich representations of information. However, this capacity comes with
a certain performance penalty. In order to allow fast access to information to
lower layers, and at the same time provide support to rich information models to
the applications and services, the knowledge tier stores the information in two
different components.

The difference between AKB and NIB lies on the data models. While AKB
should use object-oriented data models (e.g. a OO-DBMS), the NIB should use
simple data models (e.g. ASN.1 or SMI). Lower level services would still access
data on the AKB, providing that they accept a higher response time. The two
data models are bridged using the translation engine described later. We chose
not to define standard data models to allow each developer to pick one that fits
the restrictions of the network.

In order to allow a higher degree of interoperability, the information stored in
MANKOP should follow clearly defined information models. Using a standard
representation, applications and/or protocols implemented by different vendors
would be able to communicate (e.g. a free source FTP client could use informa-
tion stored by a commercial client). Furthermore, a standardized representation
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reduces the effort to develop MANKOP compatible solutions, since developers
are already familiar with such a representation.

3.2 The Engine Tier

The Engine tier of MANKOP offers engines for event notification, data synchro-
nization and translation among different data representations.

The Translation Engine converts data among the different data models used in
AKB and NIB to the format used for queries coming from protocols and services.
Suppose, for example, that queries to information stored on MANKOP could be
performed using XML-RPC. The translation engine would interpret the queries,
identify where the information is stored (AKB or NIB), fetch it and marshal the
data following a defined XML schema. Also, when receiving a SET command,
MANKOP would employ the translation engine to translate the incoming in-
formation into its AKB and NIB representations. The translation engine should
support two or more representations to data queries. For example, it could use
XML-RPC for applications and services and ASN.1 for protocols. This would
allow a faster response time for protocols that require a timely response (e.g.
MAC and PHY level algorithms).

The Notification Engine watches the state of the local copy of data stored
in the MANKOP middleware to create alarms whenever a certain condition
happens. Applications can subscribe to events happening at the local node, or
at other nodes. As an example, events could indicate low link reliability or an
alarm for insufficient battery.

The Synchronization Engine automatically disseminates information based on
simple rules. Those rules are defined by the application in terms of a distance in
hops, a timeout and a periodicity of updates. Automatic synchronization is useful
for services and protocols where the information required by each node is clearly
divided in regions, for example as in routing and clustering [7]. The synchro-
nization rules also allow nodes joining the network to easily populate their local
AKB and NIB bases by issuing a synchronization request to its neighbors. Those
nodes, in turn, will check the stored dissemination rules to determine which data
will be sent to the arriving node. The engine uses broadcast messages, profiting
from the broadcast nature of the wireless medium.

The synchronization of each piece of information is determined by a tuple
(D, R, T, S). D defines the dissemination policy, that is, when the information
should be disseminated. The possible values are on every change, periodical and
do not disseminate. Next, the reach of the dissemination is defined by R, which
defines the range in hops. Thus, if node X has data marked with a range of 5, its
direct neighbors will cache it with a value of 4, and the neighbors of the neighbors
will be marked with a value of 3. Each tuple also defines an Access Control List
(ACL), stored in S, and a time to live, the value T . The time to live is reset on
every update. In order to minimize the amount of packets sent, and thus reduce
energy consumption, the synchronization engine should aggregate information
updates as much as possible. For instance, defining a minimum interval among
updates rather than disseminating changes as soon as they happen.
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As mentioned before, some applications do not adopt a range-based neighbor-
hood. In P2P applications, for example, neighbor peers may be several hops away,
or even at the other side of the network. Thus, such applications would define
themselves their propagation policy. Also, for applications where the propagated
data is highly dynamic, each application would define what and when to send.
For this scenario, MANKOP allows applications to either piggy-back their own
data on MANKOP synchronization messages or to send their own MANKOP mes-
sages. In order to do so, the developer would implement a Synchronization Agent
(SA) to select which and how information must be updated. This agent would
autonomously manage the synchronization of all data concerning the service.

3.3 The Security Tier

Security is essential to MANKOP knowledge exchanges, once attacks to
MANKOP could disrupt the operation of the entire network. The security tier
assumes that a running PKI system exists on the network.

The Confidentiality and Integrity components perform encryption, decryp-
tion and signing of MANKOP messages. The Authentication component deals
with the identification of services and protocols. Whenever a request arrives, the
source must authenticate within MANKOP. Since in MANETs we should not
rely on a central authority, authentication should be performed either by tickets
created by a group of nodes [22] or by a PGP-like trust model. Finally, the Au-
thorization component uses access control lists (ACLs) to define in a per-object
granularity the access privileges of nodes, users and services. The definition of
ACLs is not in the scope of MANKOP, which only enforces them. All the com-
ponents produce traces (or past behavior), which are used for accounting as
well as the automatic adaptation of the security tier by means of an external
self-security component.

3.4 Interoperability with Regular Nodes

Due to the number of mobile devices already deployed, MANKOP-based nodes
will have to interact with nodes that do not employ a KP, called regular nodes.
Thus, MANKOP-aware protocols will provide both KP-based and traditional in-
formation dissemination methods. If no regular node is in the neighborhood of a
MANKOP-aware node, it will employ the MANKOP approach. If a MANKOP-
aware node receives traditional update messages (e.g. a routing message), it
should respond using regular messages, based on the information stored on
MANKOP. Only MANKOP-aware nodes in contact with regular nodes would
operate on compatibility mode, as the others may communicate using MANKOP
messages. Regular nodes, on the other hand, will discard MANKOP messages.

4 Case Study: Self-configuration of P2P Networks

In this case study we implemented a self-configuration management module for
unstructured peer-to-peer (P2P) networks, since our previous work [23] showed
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that such networks perform better than structured ones on MANETs. Unstruc-
tured networks can be divided into flooding-based and random walk-based. In
flooding-based networks, nodes forward queries to all their neighbors, bringing
fault tolerance to protocols, however at a high energy and load cost. Random
walk-based networks disseminate a fixed amount of queries, called walkers, which
wander randomly around the network [24]. Usually flooding-based techniques
have a higher hit rate (the amount of successful queries) due to the high number
of messages sent. However, random walks perform better than flooding on high
load networks.

In this case study we use MANKOP to support an autonomic manager that
automatically selects the best query technique according to the conditions of
the MANET. As in TCP, where the data rate is determined by the congestion
of the network, the autonomic manager uses flooding when the network allows,
switching to random walk (a more economic strategy) when the charge reaches
a critical level. This adaptation indirectly optimizes the number of successful
P2P file queries (the hit rate), the response time perceived by the user and the
energy consumption by reducing the amount of collisions in the MAC layer.
The manager requires information from different layers (the application and the
MAC layers) and from several nodes, which justify the use of a middleware such
as MANKOP.

A MANKOP-aware Autonomic Manager (MAM) is installed in all nodes. It
divides the network in clusters, where the cluster-heads (CH) coordinate the
monitoring of the network condition and also decide if the nodes on the clus-
ter should change the employed query strategy. In order to create clusters, the
MAM sets a periodic timer on all nodes. Upon its timeout, nodes choose if they
will become CHs with a probability of 10%. Those nodes will then advertise
themselves, so non-CH nodes can choose which cluster they will join. Next, the
CH watches two events on all member nodes, as described below.

The decision to change the query strategy is based on the queue occupa-
tion (the amount of the packet queue that is being used) of a k-hop neigh-
borhood, which is calculated using the information stored in MANKOP. Each
node inserts in the KP its queue occupation as well as the aggregated queue
occupation of its one-hop neighborhood (ohocc), using the formula ohocc =
max(max(N.occ), occ), where N is the set of all the one-hop neighbors of a
node, and occ is the node’s occupation. Next, each node calculates the two-hop
occupation thocc = max(N.ohocc) in order to obtain the maximum occupation
in two hops. We used two hops since empirical results showed that this configura-
tion performed better than zero (local) and one-hop knowledge. If thocc is below
a threshold, the network does not seem to be congested, hence flooding should
be employed. In this case, nodes produce a FLOOD_THRESHOLD_EVT MANKOP
event. However, if the two-hop estimate is above a second pre-defined threshold,
the network is saturated, and thus random walk should be used. To signal this
to the CH, nodes produce a RW_THRESHOLD_EVT event. An operator defines the
values of those thresholds.
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The evaluation was performed on NS-2 over an IEEE 802.11b network with
nodes having a Cisco Aironet radio [25]. The radio model supports adaptive
modulation and coding, thus the transmission range varies from 355 to 1061 me-
ters. We use a proactive routing protocol (DSDV). For flooding-based queries,
we employ the Gnutella protocol, while for random walk we employ the model
presented in [24]. Random walks use four walkers with a TTL equal to 25%
of the number of nodes. For Flooding, the TTL was set to four, following the
results in [23]. The FLOOD_THRESHOLD_EVT and RW_THRESHOLD_EVT events are
triggered when the occupation is below 10% and over 50%, respectively. Like-
wise, the MAM changes from flooding to random walk if 40% of the nodes
signal a FLOOD_THRESHOLD_EVT event within a clustering interval (set as 30s),
and changes from random walk to flooding if 90% of the nodes signal the corre-
sponding event. Those values were defined using empirical experiments. Results
are averaged over 35 independent simulations and are plotted with a confidence
interval of 99%.

Figure 3 presents the hit rate. The figure shows that flooding performs better
on smaller networks, however on networks with more than 90 nodes, random walk
performs better, as expected. This is due to the number of packets required for
queries, shown in Figure 4. Flooding sends more than the double of packets than
Random Walk, thus the network becomes congested faster. Hence, it would be
recommended to use flooding for networks up to 80 nodes, and random walk for
bigger networks. This is the idea of the Adaptive protocol, which employs the
MAM described previously. The adaptive method had a performance between
flooding and random walk techniques, performing up to 5% worse than Flooding
on networks of up to 80 nodes, and performing from 1% to 6% worse than
Random Walk on bigger networks. This behavior is due to the addition of the
MAM, which reduces the amount of query packets in order to reduce collisions
(Figure 5).

Figure 6 shows the percentage of nodes using each query strategy. When the
load increases, the autonomic manager gradually reconfigures the nodes. Thus,
for lighter networks most nodes use flooding, while nodes on busy networks usu-
ally resort to random walk. The adaptive solution has an intermediary energy
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consumption and response time, as shown in Figures 7 and 8. The response time
and energy consumption of the Adaptive solution are not as low as that of Ran-
dom Walk for two reasons. First, the operation of the MAM requires additional
control traffic. Second, large networks still have a small amount of nodes run-
ning Gnutella, which increase the energy consumption and the response time.
This mix of query strategies reduces the hit rate of the adaptive method when
compared to pure methods. However, this degradation is acceptable once the au-
tonomic solution has a more predictable response time and energy consumption.

5 Conclusions

This work presented a knowledge plane for ad hoc networks called MANKOP in
order to face the challenges raised by multimedia, context-aware and autonomic
services. Each node having a MANKOP module stores information from all
layers and from other nodes of the network in one single abstraction, accessible
to protocols and applications. Thus, protocols and services may use algorithms
that take into account context, service and network information to improve their
operation.
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We showcased the benefits of MANKOP with a self-configuration manager
that automatically adapts the query strategy on unstructured P2P networks.
The insertion of a MANKOP manager has produced a protocol that is more
adapted to a higher range of scenarios. The autonomic solution presents a hit
rate, response time and energy consumption comparable to the best P2P protocol
on each scenario. However, since the manager imposes a small control overhead,
there is a small but acceptable performance degradation.

As future work, we will define the network-level information stored at the
control plane and investigate the correlation of this information to improve the
treatment of events such as node and link failures, security attacks, among others.
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Abstract. Policy management has been an emerging management paradigm 
that has been extensively studied for the case of fixed networks and limited 
work has already been done for migrating it to mobile environments.  
Publish/subscribe has become an important architectural style for designing dis-
tributed systems and especially for mobile environments due to the loose cou-
pling of the components involved. In this paper, we present a policy-based 
management system for Mobile Ad hoc Networks (MANETs) using the pub-
lish/subscribe paradigm for distributing policies to the managed nodes. More-
over, we enhance the publish/subscribe system with a novel request/response 
mechanism for tackling the problem of how newly joined nodes will retrieve 
previously introduced policies. 

1   Introduction 

Management of Mobile Ad hoc Networks (MANETs) has recently attracted a lot of 
attention due to the proliferation of mobile/pervasive devices and their ability and 
need to communicate. The nature and their inherent characteristics such as topology 
changes, mobility of nodes and limited terminal capabilities of such networks pose 
new challenges and requirements for their management. Traditional management ap-
proaches in fixed networks based on centralized approaches (SNMP) cannot be ap-
plied in ad hoc networks. MANETSs are self-creating in the sense that mobile hosts 
need to dynamically discover other nodes and form spontaneously a network from a 
collection of mobile hosts that have the ability to route information. It is evident that 
the highly dynamic environment of MANETs can benefit from the self-management 
capabilities provided by Policy-based Management (PBM). PBM has been applied to 
fixed networks using also a centralized architecture where a Policy Decision Point 
(PDP) resides in a management server and is responsible for retrieving policy rules, 
defined by the operator in the Policy Management Tool (PMT), stored in the Policy 
Repository (PR) and translating them to management operations on the network ele-
ments i.e. Policy Enforcement Points (PEPs), realizing this way the business objec-
tives of the operator [1]. In order to apply PBM in ad hoc networks, a hierarchically 
distributed management approach has to be followed, based on their characteristics 
and behavior as described by related work in the literature [2]. 

The publish/subscribe paradigm has become an important architectural style  
for designing distributed systems. Applications that exploit a publish/subscribe  
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communication paradigm are organized as a collection of autonomous components 
(clients), which interact by publishing event notifications and by subscribing to the 
classes of events they are interested in. The event dispatcher (broker), is responsible 
for collecting subscriptions and forwarding events to subscribers. The anonymity and 
dynamism of publish/subscribe allow the systems to adapt quickly to frequent connec-
tions and disconnections of mobile nodes.  

Network management has always been one of the most popular applications using 
an event-based paradigm where managers subscribe to events published by the man-
aged elements. In this paper, we present a policy-based management architecture for 
mobile ad hoc networks based on the publish/subscribe communication paradigm for 
distributing policy rules from the points they are introduced to all the responsible 
components for their enforcement. We believe that the dynamic environment of 
MANETs can benefit from such a communication paradigm. Policy distribution is a 
critical task in managing MANETs since there is a need to assure that all nodes com-
ply with policies introduced by the operator leading the system to stability. Moreover, 
we enhance the publish/subscribe paradigm with a request/response mechanism so 
that nodes that join the network can retrieve previously introduced policies. This is 
important since nodes might not have joined the network when the operator defines a 
policy and current publish/subscribe systems do not support retrieval of previous or 
missing events. 

The rest of the paper is organized as followed. Section 2 describes related work in 
the area of management of MANETs and publish/subscribe systems. Section 3 pre-
sents our proposed policy management architecture based on the publish/subscribe 
paradigm for distributing policies. Section 4 describes the enhanced request/response 
mechanism while section 5 presents our initial design and implementation. Finally, 
section 6 concludes this paper and gives pointers to our future work. 

2   Related Work 

Limited work has been done in the area of management of ad hoc networks where 
most approaches follow a hierarchical oragnisation model. The first attempt was made 
by [3], proposing an Ad hoc Network Management Protocol (ANMP) based on hier-
archical clustering of nodes in a three level architecture. The “Guerilla” architecture 
[4] adopts an agent-based two-tier distributed approach where at the higher level 
“nomadic managers” make decisions and mobile agents exploit a utility function to 
decide their migration and probe deployment to fulfill management objectives Finally 
in [2], a hybrid hierarchical and distributed approach is adopted, presenting a system 
architecture that uses the policy-based management paradigm together with context 
awareness for managing MANETs. While all the above approaches were designed for 
solving relevant problems in the area of ad hoc network management, none of them 
has dealt with the critical issue of policy distribution in MANETs. The use of a pub-
lish/subscribe architecture for distributing policies in MANETs has not been consid-
ered in the past and comprises one of the most innovative aspects of our approach. 

There are several research efforts concerned with the development of an event noti-
fication service such as Siena [5] and REDs [6] which implement the pub-
lish/subscribe architecture. REDs defines a protocol to organize the nodes of a mobile 
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ad hoc network in a single, self-repairing tree that efficient supports content-based 
routing. In achieving this goal REDs implement COMAN (Content-based routing for 
Mobile Ad hoc Networks) [7], which was designed to tolerate the dynamics of the 
underlying physical network, characteristic of MANETs. 

3   System Architecture 

We adopt a 2-tier hierarchical and distributed approach for our management organiza-
tion model where nodes of the network are categorized based on their management 
functionality. The simplest nodes are the ones only with the PEP functionality, offer-
ing only a management interface to nodes with enhanced management intelligence 
denoted as cluster managers in [4]. Depending on the degree of distribution policy 
repositories (PR) can be hosted in several nodes in the network avoiding this way the 
retrieval of all policies from the PDPs from a single point in the network. Finally, in 
the highest level of our hierarchy are the nodes with the PMT functionality, enabling 
the administrator of the network to introduce policies that should be stored in the re-
positories and enforced by all the nodes with the PDP functionality.  

In order to incorporate a robust and efficient policy distribution mechanism all the 
policy management components described above communicate using the publish/ 
subscribe paradigm. In order to achieve that, several nodes of the network take the 
role of the event broker i.e. a publish/subscribe (pub/sub) router as it is shown in  
Figure 1 forming an overlay publish/subscribe network handling the distribution of 
policies from the point they are introduced to the repositories and the PDPs responsi-
ble to enforce them.  All the policy components are the clients of the pub/sub network 
namely the publishers and the subscribers. Our system architecture is depicted in  
Figure 1 where all nodes with PDP functionality subscribe to the pub/sub router they 
are connected to waiting for a relevant policy to be introduced/published by the  
administrator (PMT).    

In our work, we assume the following well adopted representation of a policy as 
defined by IETF [8] and used in our previous work on policy management [9]: 

{Roles} [TimePeriod] if {conditions} then {actions} 

The concept of roles is critical in our architecture since it defines the scope of the 
policy i.e. to which nodes it applies and comprises the subscription filter in the 
pub/sub network. Nodes with only the PEP functionality first supply their role to their 
cluster manager node that creates an aggregated subscription with all the roles of the 
managed nodes in order to receive all the relevant policies. Nodes with the PDP func-
tionality present and not in a Cluster manager role subscribe only to policies related to 
their own operation. 

The operator of the network defines the policies in a node with the PMT function-
ality which publishes the policy to the pub/sub router it is attached to (or physically 
co-located) and the pub/sub network is responsible for delivering this policy to all the 
relevant components based on the Roles attribute and the subscription tables of the 
pub/sub routers that were created by the client subscriptions. With the recent advances 
in the pub/sub systems and their enhancements for mobile environments the pub/sub 
overlay network takes all the reconfigurations actions needed to assure a minimum 
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Fig. 1. System Architecture 

amount of lost messages. Finally, nodes with the Policy Repository component also 
subscribe to receive policies and are responsible to store them for later retrieval by 
new subscribers or for validation and conflict detection checking before a new policy 
is introduced. 

4   Enhancing Publish/Subscribe with Request/Response 

In our pub/sub system, we use the subscription forwarding routing strategy [5] where 
the routing paths for policies are set by subscriptions, which are propagated through-
out the network so as to form a tree that connects the subscribers to all the brokers in 
the network. This scheme is optimized to avoid forwarding the same subscriptions in 
the same direction by exploiting “coverage” relations among filters. This means that a 
subscription is forwarded to a neighboring broker only if it is not being covered by a 
subscription already forwarded to the same neighbor. Particularly we say that a sub-
scription S1 covers another subscription S2, denoted by S1 ≥ S2, iff any event matching 
S2 also matches S1 [10]. When a client (PMT) publishes a message (policy) that 
matches a subscription, the message is routed towards the subscriber following the 
reverse path put in place by the subscription. 

The subscription forwarding routing algorithm and all its known implementations 
([5] and [6]) does not provide the capability of retrieving a published message (pol-
icy) at a time later than the time of its publication. In order to achieve this, we en-
hance the pub/sub system with advertisement messages. Each broker maintains a set 
ST “Subscription Table” containing the identifiers of the brokers to which the broker 
is connected and the subscriptions that those neighbors had sent to the broker. In our 
case, we add to each broker another set AT “Advertisement Table” which contains the 
identifiers of the brokers to which the broker is connected and the advertisements that 
those neighbors had sent to the broker. 

Advertisements are messages sent by the PR nodes containing the Roles to which 
the stored policies are referred to and are treated similarly to subscription messages so 
as to form a tree that connects the PRs to all the brokers in the network. Coverage also 
 



18 V. Sourlas, P. Flegkas, and L. Tassiulas 

 

Fig. 2. Enhanced publish/subscribe paradigm. Step 3 and step 4 illustrates the novel introduced 
Request() and Response() messages. 

occurs with advertisements and as in subscriptions is used to avoid forwarding the 
same advertisements to the same direction. 

We also add to the system two additional types of messages. We call them Request() 
and Response(). As shown in figure 2, when a client node s2 (PDP) subscribes to a bro-
ker node na (step 3), sending a Subscribe(fa) message also sends a Request(fa, s2) mes-
sage. The Request() message is similar to the Subscribe() message but apart from the 
filter it also carries the sequence of the nodes that passes from. Node na upon receiving 
the Request() message checks in ATna for advertisements matching filter fa. If such an 
advertisement occurs (adva), the broker forwards the Request() message to the identifier 
for which the adva was in the table otherwise the Request() message is dropped.  

When a broker nb receives a Request() checks in ATnb for matching advertisements 
and according to the findings, it forwards the Request() appending its identifier. In 
this case, there will be an entrance in a brokers’ AT (ATnc) which points in a PR 
node. Upon receiving the Request() the PR client checks for the matching messages 
and  sends back a Response() message (step 4) for each matching message. The Re-
sponse() message is similar to the Publish() one but apart from the message it also 
carries the sequence of nodes carried by the Request(). When a broker receives a Re-
sponse() message pops off its identifier from the sequence and forwards it to the first 
broker of the remaining sequence. In the end, client s2 will receive the message. With 
the above procedure every new subscriber and only that one will receive every old 
message (policy) matching its role. 

5   Design and Implementation  

Two of the most popular publish/subscribe systems, where the subscription forward-
ing routing algorithm is implemented, are Siena [5] and REDS [6]. We used  
REDS since it was designed to tolerate dynamic reconfigurations of the dispatching 
infrastructure. We mainly modified the Routing layer of the REDS systems in order to 
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implement the newly introduced messages and support the storage of the advertise-
ments (Advertisement Table). We have also altered the Overlay layer in such a way 
that can transfer the new type of messages. Of course, minor changes had been made 
to other modules in order to make the system compatible.  

6   Conclusion and Future Work 

In this paper, we described an architecture for policy-based management of mobile ad 
hoc networks focusing on the critical problem of policy distribution. We showed how 
we can incorporate a publish/subscribe communication paradigm, providing a robust 
and efficient policy distribution mechanism in such a volatile network environment.  

Initial tests showed very promising results and our future work focuses on perform-
ing experiments in different mobility scenarios, evaluating our system both in terms 
of message (policy) delivery as well as in terms of overhead. 
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Abstract. Since Wireless Sensor Networks (WSNs) are regarded as
large-scale distributed systems in nature, it is (i) difficult to implement
their distributed low-level codes, (ii) hard to analyze their performance
and (iii) almost impossible to operate a number of nodes manually. In
this paper, we propose an integrated environment called D-sense to solve
these problems in WSN development. By providing algorithm-level APIs,
D-sense tries to hide distributed, low-level operations in the NesC pro-
gramming language. The algorithm-level APIs and other NesC codes can
automatically be converted into simulator codes to avoid code-writing for
simulation purpose. In addition, D-sense provides useful functions like
monitoring, logging and debugging of distributed programs. We have
implemented several known protocols and evaluated the performance
by simulation and real environmental experiments to demonstrate the
functions of D-sense.

1 Introduction

In Wireless Sensor Networks (WSNs), due to heterogeneity of architecture,
network scale and applications, new protocols are often developed or existing
protocols are tuned accordingly. Thus many protocols have been designed with
different design goals [1,2,3,4,5,6,7,8]. However, protocol designers and develop-
ers face with typical problems which have been experienced in designing dis-
tributed systems. Even though the developers wish to concentrate on abstract
behavior of protocols, they at last need to write target-dependent low-level codes.
Then they carry out performance analysis and validation in simulated networks
or real environment. However, additional effort may be required to prepare an-
other implementation of the protocol for network simulators, since in most cases
it is not compatible with real codes. Also experiments in real environment re-
quire to set up many sensor nodes, to log their behavior, and to manipulate them
to validate (debug) the implementation. Obviously all of these tasks are really
hard and complex.

G. Pavlou, T. Ahmed, and T. Dagiuklas (Eds.): MMNS 2008, LNCS 5274, pp. 20–32, 2008.
c© IFIP International Federation for Information Processing 2008
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In this paper, we design and develop D-sense, an integrated development en-
vironment to support protocol development in WSNs efficiently. D-sense mainly
assumes NesC on TinyOS as the target language and architecture, and exper-
iments have been carried out on Mica Motes accordingly. However, for other
languages such as C or Java, D-sense’s design concept can also be applied. The
advantages of D-sense are three-fold. First, D-sense offers algorithm-level APIs
which are derived by classifying and studying existing protocols. Thus develop-
ers can design distributed algorithms in NesC language directly with these APIs.
Secondly, it enables seamless integration of simulated and real sensor networks.
To accomplish this, we provide a translator from NesC codes into QualNet simu-
lator application codes. Also the physically sensed events and sensor node status
observed in real environment are made available in the simulator. These capabil-
ities increase repeatability and fidelity of experiments. Thirdly, monitoring and
run-time manipulation of sensor node behavior is possible. We will later show
how this functionality can powerfully support developers in test and maintenance
of WSN protocols.

Using the D-sense APIs, we have implemented GPSR [1], SPEED [2], BIP
[3] and Rumor Routing [4]. In particular, we have evaluated the performance
of SPEED in both real and simulated networks and compared the results with
[2] to validate the D-sense implementation. It was also confirmed how D-sense
contributed to alleviate the development cost.

This paper is organized as follows. In Section 2, we address the related work
and show the features of D-sense. In Section 3, we describe the functions of
D-sense that support design, experiments and protocol debugging of WSN. In
Section 4, we show example implementation of the existing WSN protocols by
using the D-sense design APIs, and Section 5 shows the experimental results.
Section 6 concludes the paper.

2 Related Work

Large-scale testbeds such as MoteLab [9] and CitySense [10] usually provide
management functions like online distribution of execution codes to mitigate
maintenance costs. D-sense differs from them since it is aimed at comprehensive
support of design, development and performance analysis.

TinyDB [11] and COUGAR [12] support designing query processing in sensor
networks. They provide SQL-like APIs to implement event acquisition and search
processes. MATE [13] also provides APIs for more generic purposes, but only low-
level APIs like sensing events, pushing data to stack or sending data are designed.
EnviroSuite [14] is an object-based programming model framework for tracking
and environmental monitoring. Meanwhile, we attempt to help high-level design
of more generic protocols including geographic/random-based routing and data
fusion/diffusion by extracting their typical behavior. This appropriately hides
both distributed and low-level behavior so that developers concentrate on algo-
rithm description. For example, geographic routing protocols like GPSR which
employ greedy forwarding strategy need a series of the following atomic actions at
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each node; (i) obtaining positions of neighbors, (ii) computing distances between
the node and the neighbors and between the neighbors and the destination, (iii)
finding the neighbor which is closer to the destination than the node and is the
closest to the destination among the other neighbors, and (iv) sending a packet.
D-sense defines an API for each atomic action, and also provides a single API
for a series of these actions by using those atomic APIs.

In summary, as far as we know, no environment has been provided that
comprehensively supports algorithm design, low-level implementation, seamless
use of simulator and real terminals, and online debugging/monitoring in real
environment.

3 Functions of D-Sense

3.1 High-Level Design Support

One of the most important features of D-sense is high-level design support. Using
the D-sense design APIs, developers can give algorithm-level NesC descriptions.
Then the D-sense design API translator takes them as inputs, and expands the
embedded APIs that are implemented as macros into pure NesC implementation
automatically. In order to support as many types of protocols as possible, the
D-sense design APIs are developed based on property analysis of existing typical
protocols. These protocols are classified by the criteria which are inspired from
[15]. A classification example by these criteria is given in Figure 1. For example,
GPSR (“g” in Figure 1) is a position-based routing method and is used in GHT
[16] or some other methods that employ position-based event accumulation and
search mechanisms. In implementing this protocol, we may use the APIs for
“position-based routing” and “store and search application”. Similarly, some
other known protocols are classified in the figure.

For each type in the classification, we provide type dependent APIs, and also
provide generic APIs which are commonly used in all the types. Furthermore,
we design more functional APIs that are realized by using these APIs. Part of

WSN Protocols
a Rumor Routing [4]
b AODV [5]
c BIP [3]
d MDTMR/MNTMR [6]
e LEACH [7]
f GROUP [8]
g GPSR [1]
h SPEED [2]

a,b

Store and Search

WSN Routing
Protocols

Routing schemes

Intended application

Constraints

Topology Control

Mesh

Tree

Hierarchical

Position-base

Collect to BS

Centralized

Distributed

Energy

QoS
(delay,bandwidth)

c,d

e,f

g,h

d,f,h

a,c,e,f

c

a,b,d,h

Multicast a,c,d

b,f,g

e,h

Fig. 1. Criteria in Classification of WSN Protocols
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Table 1. Part of D-sense Design API

Generic APIs
Get the IDs of the one hop neighbor nodes

-> get neighbors(IDs[],len IDs)
Send a packet to the designated node

-> send unicast packet(ID,pkt)
Position base protocol APIs
Get the position of the designated node

-> get position(ID)
Compute the distance between the designated
two nodes

-> get distance(ID,ID)
Hierarchical protocol APIs
Get the IDs of the cluster members

-> get cluster nodes(IDs[],len IDs)
Get the cluster head of the neighbor cluster

-> get neighbor clusterhead()

Energy Constraint Protocol APIs
Get the residual battery of the designated node

-> get residual energy(ID)
Get the energy consumption to send a packet

-> get transmission energy()
QoS Constraint Protocol APIs
Get the delay between the designated two nodes

-> get delay(ID,ID)
Get the packet loss ratio at the designated node

-> get packet loss rate(ID)
Functional (Combined) API
Get the ID of the maximum residual battery node
in a cluster
Get the minimum delay node which has the spe-
cific data
Get the packet loss ratio in the tree

them is shown in Table 1. Using these D-sense design APIs, developers can write
codes concentrating on algorithmic behavior, and other low-level descriptions are
hidden. The details of the APIs and their implementation are shown in our web
site [17].

In Section 4, we will exemplify how typical protocols are implemented using
these APIs.

3.2 Seamless Integration of Simulated and Real Networks

The NesC codes derived by the D-sense design API translator can be directly
executed on Mica Mote, or can further be translated into codes for QualNet sim-
ulator [18] written in C++ by the D-sense NesC translator. Also environmental
events and sensor node status logged automatically by the D-sense debugging
component in real environment and can be animated by the QualNet animator
(Figure 2) in which we provide special graphics to visualize residual amount
of battery and LED status (we assume Mica MOTE here) for more realistic
animation.

3.3 Protocol Debugging Support

We explain our powerful support facility for online debugging. Debugging sensor
node software in distributed environments requires many efforts to implement
the complicated communication schemes for confirming the node status. To mit-
igate these efforts, D-sense offers debug scenarios which enable developers to get
information about the nodes and to make debugging easy. At each node, we run
a “debug agent”, and at the base station we run a “debug controller”. Each de-
bug agent can monitor specified variables on that node, and communicate with
the debug controller. The debug controller operates those agents to realize the
scenario in distributed environment.
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Fig. 2. A Snapshot from QualNet Simulator (Sensor Node Status is Visualized)

A debug scenario is composed of a condition followed by an action. As the
condition, we may refer to function names which become true when the cor-
responding function of the NesC code is called. We may also specify boolean
expressions over the variables of the NesC code. The action can be specified as
a set of statements which are executed when the condition is satisfied.

An important feature is that we may specify the “owners” of the variables and
functions that appear in the scenario. These owners may be a specific node or a
set of nodes, which are determined statically or dynamically. For the static case,
we may directly specify node ID as the prefix of each variable or function. If we
wish dynamic assignment to the node ID, we may use symbol $ in the condition,
which implies the first node that satisfies the condition. Also we may define a
set of nodes that satisfy specified conditions. This node set can be determined
statically by debug APIs, or can be defined dynamically in the action part.

In the following part, we give two examples of debug scenarios. The first one
is given below.

$.on_loop_detected ->|
nodeIDs = $.receive_packet->recent_visit_nodes;
foreach u in nodeIDs {

u.refresh_table();
}

The prefix of a variable or a function indicates its owner node. Those without
prefix are variables defined and held by the debug controller (at the base sta-
tion). Thus, this scenario means that if a sensor node (symbolized by $) calls
on loop detected function, then recent visit nodes (this is a list of nodes) included
in structure receive packet of node $ is set on the list variable nodeIDs of the base
station. Then each node specified in nodeIDs executes function refresh table().
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monitor if on_loop_detected 
is executed

send receive.packet->recent_visit_nodes
to debug controller

receive notificationl
from debug controller

execute command

receive receive.packet->recent_visit_nodes
from a debug agent

nodeIDs = receive.packet->recent_visit_nodes

foreach u in nodeIDs
    send notification to node u

Behavior Description
for Each Debug Agent (Sensor Node)

Behavior Description
for Debug Controller (Base Station)

Fig. 3. Distributed Execution of Debug Scenario

This code can be used as an assertion and a post-condition in routing proto-
cols. Once a loop is detected by a sensor node in forwarding a packet, the routing
tables on the nodes that the packet recently traversed are refreshed.

The second example is a scenario for system monitoring and maintenance.

ave_energy(S = region(a,b)) < 0.2 ->|
foreach u in S {
u.beacon_interval = u.beacon_interval * 2

}

This scenario means that if the average residual energy of the nodes in the square
region defined by two corner points a and b (the set of the nodes in the region is
obtained by the debug API “region(a, b)”) is less than 20%, these nodes double
their beacon intervals to extend network lifetime of the region. ave energy(S) is
also a debug API that returns the average residual energy of the nodes in set S.

To realize these scenarios by the debug controller and the debug agents, we
need to derive protocols to exchange necessary data or notification, and to ex-
ecute statements. For example, the first example can be distributed over the
agents and controller as shown in Figure 3. Formally, each debug agent (or con-
troller) collects arguments to execute a statement that updates its own variable.
For example, the first statement of the action part,

nodeIDs = $.receive_packet->recent_visit_nodes;

is executed by the controller because nodeIDs is the variable of the controller.
However, the right-hand value is the variable held by the node symbolized by $.
Since we do not know which node becomes $, the agent on each node sends this
value to the controller whenever on loop detected function is executed, and the
controller updates the value of nodeIDs.

As seen in this very simple example, we need to define the language specifi-
cation to describe various scenarios design the architecture of controller, agents,
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and network to execute the given scenario in distributed environment. More in-
teresting challenge is to execute the scenario in fully-distributed sensor networks
where no base station is present. In such a case, sensor nodes need to collaborate
to check the condition and execute the action, with less traffic and computation
costs. To determine policies of distributed execution, which optimize message
exchanges or some other objective functions, is part of our ongoing work.

4 Protocol Implementation Examples

In this section, we show example implementation of four existing WSN protocols;
GPSR, SPEED, BIP and Rumor Routing by using the D-sense design APIs.

GPSR[1] is a position-based protocol, where each sensor node forwards a
packet to the neighbor node nearest to the destination by using a planar graph.
Figure 4(a) denotes an example implementation of the algorithm to make a Rel-
ative Neighborhood Graph (RNG), which is a kind of well-known planar graph.
We can see that the algorithm is implemented simply by using APIs, such as list-
ing neighbor nodes (“get neighbor” in line 02) and getting the distance between
nodes (“get distance” in line 07). Figure 4(b) shows an example implementation
of routing process of GPSR. In this code, each node lists its neighbor nodes (line
01) and forwards a packet to the node nearest to the destination in the listed
nodes (lines 05–09).

SPEED[2] is also a position-based routing protocol. In SPEED protocol, State-
less Non-deterministic Geographic Forwarding (SNGF) algorithm is used to se-
lect a node which is nearer to the destination and handles lighter traffic to
forward packets. Figure 5 shows an example implementation of SNGF. A node

01:  get_planar_graph(graph g){
02:      len = get_neighbors(neighbor_IDs, sizeof(neighbor_IDs));
03:      for (i = 0; i < len; i++){
04:          nodeID = neighbor_IDs[i];
05:          for (j = 0; j < len; j++){
06:              nodeID' = neighbor_IDs[j];
07:              if (get_distance(myID,nodeID)

> max(get_distance(myID,nodeID'),
get_distance(nodeID,nodeID')))

08:                  g.remove_edge(myID,nodeID);
09:  }

(a) RNG Generation

01:  len = get_neighbors(neighbor_IDs, sizeof(neighbor_IDs));
02:  forwardID = get_my_ID();
03:  for (i = 0; i < len; i++){
04:      nodeID = neighbor_IDs[i];
05:      if(get_distance(nodeID,targetID)

< get_distance(forwardID,targetID))
06:          forwardID = nodeID;
07:  if(forwardID != myID) // forward toward a nearer node
08: send_unicast_packet(forwardID,packet);
09:  else peremeter_mode == true; // perimeter mode (omitted)

(b) Greedy Forwarding

Fig. 4. Example Implementation of GPSR
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01:  SNGF(message){
02:      my_length = get_distance(message->target_ID, myID); 
03:      len = get_neighbors(neighborIDs, sizeof(neighborIDs));
04:      num_FS_first = 0; num_FS_Second = 0;
05:      for (i = 0; i < len; i++){
06:          nodeID = neighbor_IDs[i];
07:          diff = my_length

- get_distance(message->target_ID, nodeID);
08:          if(diff > 0){
09:              if(diff / get_delay(myID,nodeID) > set_point)
10:                  FS_first[num_FS_first++] = nodeID;
11:              else
12:                  FS_second[num_FS_Second++] = nodeID;
13:          }
14:      }
15:      if(num_FS_first > 0){
16:          forwarding_probability = 0;
17:          forwarding_nodeID = FS_first[0]; 
18:          for(i = 0;i < num_FS_first; i ++){
19:              nodeID = FS_first[i];
20:              fp = get_probability

(get_distance(myNodeID,nodeID)
,get_queue_size(nodeID));

21:              if(fp > forwarding_probability){
22:                  forwarding_probability = fp;
23:                  forwarding_nodeID = nodeID;
24:              }
25: send_unicast_packet(nodeID, message);
26:      }
27:      else // forward toward the nodes in FS_second
28:  }

Fig. 5. Example Implementation of SPEED

receiving a packet finds nodes that are nearer to the destination than itself
(lines 02–07) and classifies them into two groups. If the transmission efficiency
of a node is larger than a threshold set point, it is put into group FS first. The
other nodes are put into group FS second (lines 08–13). Then a node is selected
from the group FS first of nodes having better transmission efficiency according
to the length of the transmission path and the levels of congestion (lines 15–26).

We can see that GPSR and SPEED, both of which are position-based routing
protocols, can be implemented by using similar APIs.

BIP [3] is a centralized protocol managing sensor nodes in tree topology, and
is designed to minimize the total energy consumption of the network. Due to
space limitations, we omit the explanation. The interested readers may refer to
our web [17].

Rumor Routing [4] is a routing protocol based on mesh topology, and is de-
signed for accumulation and search of data. Figure 6 shows an example imple-
mentation. In Rumor Routing, an agent manages event tables kept in sensor
nodes as follows. A node receiving an agent adds information written in the
agent to its event table. The information consists of the number of hops to the
event num hops, and the direction and the hop count from the node that sends
the agent source ID to each event (lines 01–02). At the same time, the node
puts information recorded in its event table to the agent and sends it to another
node. In this process, a node where agents have not visited long time is selected
(lines 03–06). When a node receives a query packet, the node searches the path
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01: on_agent_received(source_ID,agent_packet){
02:        event_table = set_event_distance(

agent_packet->num_hops,source_ID);
03:        agent_packet = set_event_info(

agent_packet, event_table);
04:        if(agent_packet->ttl-- > 0)
05: send_unicast_packet(

get_not_visited_neighbor(agent_packet),
agent_packet);

06:    }
07:
08: on_query_received(source_ID,query_packet){
09:        query_packet->ttl--;
10:        if(get_num_hops(event_table,query_packet->data)==0)
11:            doQuery(query_packet)
12:        else if (get_hops(query_packet->data) > 0)
13: send_unicast_packet(query_packet,

get_forwarding_direction(event_table,query_packet))
14:        else
15: send_unicast_packet(

get_not_visited_neighbor(query_packet),
queryPacket)

16:    }

Fig. 6. Example Implementation of Rumor Routing

to the event queried by the packet using its event table (line 10). If the node
has the target event information itself, it processes the query, otherwise the node
searches a direction to forward it to (lines 11–13). If the node has no information
regarding the query at all, the query is forwarded to a node where the query
packet has not visited recently (lines 14–15).

At last, in order to show the effectiveness of the D-sense design APIs, we
counted the LOC (lines of code) of SPEED codes implemented (1) by using the
design APIs, (2) in C++ for QualNet simulator and (3) in NesC for MOTE
terminals.

(1) Design API (2) C++ (3) NesC
LOC 221 1044 1147

Without using APIs, the implementation required more than 1000 lines. On the
other hand, by using the APIs, the LOC is decreased to about 200 lines. Thus,
much effort dedicated to implementation was reduced.

5 Performance Evaluation

In order to validate the D-sense implementation and show its usefulness, we
evaluated the performance of the SPEED protocol in simulation and real envi-
ronment by using D-sense, and compared the performance in the simulation to
the performance reported in [2].

We used the same scenario as [2]. This scenario is aimed at testing the con-
gestion avoidance capability of the SPEED protocol. A few nodes are randomly
selected from the left side of the terrain and send periodic data to the base
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station at the right side of the terrain. Each sender generates one CBR flow
with 1 packet/second. To create congestion, two randomly chosen nodes in the
middle of the terrain create a flow between them at half time of the 150 second
experiment. In order to evaluate the congestion avoidance capability under dif-
ferent congestion levels, the rate of this flow is increased by 10 from 0 up to 100
packets/second over several simulations. We have evaluated the delay and loss
ratio of the packets to the base station.

We show the experimental environment in Table 2. Because of the limitation
on the number of MOTEs, we evaluated the SPEED protocol with 25 nodes in
real environment. To compare the reported performance with the real environ-
mental performance, simulation experiments were also conducted in the same
configurations. We adjusted the wireless ranges of MOTEs and simulator ac-
cording to the network scale. Figure 7 shows a snapshot from the experiments
in real environment where MOTE terminals were uniformly arranged.

Table 2. Experimental Environment

Reported Simulation Real Env.
PHY & MAC 802.11 802.11 802.15.4
Bandwidth 200 Kb/s 200Kb/s, 250Kb/s 250Kb/s
Payload Size 32 Bytes 32 Bytes 32 Bytes
Terrain (200m, 200m) (200m, 200m), (20m, 20m)

(20m, 20m)
# of Nodes 100 100, 25 25
Node Placement Uniform Uniform Uniform
Radio Range 40m 40m, 8m 8m

Fig. 7. Arrangement of MOTEs in Real
Environment

Figure 8(a) shows the end to end delay. In the experiments with 100 nodes, the
performance observed in the simulation well follows the reported performance
although small difference is seen around 40 packet/sec congestion. We observed
the same level delays in the experiments with 25 nodes as observed in those with
100 nodes. In each congestion level, delays in real environment were smaller than
those in simulation.

Figure 8(b) shows packet loss ratio (the ratio of packets that failed to reach
the base station). In the experiments with 100 nodes, the simulation performance
is nearly equal to the reported performance. In the experiments with 25 nodes,
the packet loss ratio is greatly higher than that in the experiments with 100
nodes. This is mainly because each node had too few nodes in its neighbor table
to avoid the congestion area at the center of the network in the experiments with
25 nodes. In particular the packet loss ratio is much higher in real environment
than that in the simulation.

As shown in Figure 8, compared to the simulation results, we can see small
delays and large packet loss ratio in real environmental results. We attribute
these differences to large fluctuation of radio ranges in real environment. In
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Fig. 8. Performance of SPEED Protocol
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Fig. 9. Result of modified simulation

real environment, nodes can receive beacons from further nodes and store the
node IDs in its neighbor table. Then, nodes send packets to those further nodes,
which have both lower delays and higher probability of packet loss. To solve this
problem, we should improve the scheme of neighbor table management. Nodes
which receive beacons do not add the IDs of the sender nodes to their neighbor
tables until they observe higher success ratio of beacon reception from those
nodes than a certain threshold.

On the other hand, as shown in Figure 9, the simulation result gets closer
to the real environment one by enlarging the radio range and choosing a proper
radio model and height of antenna according to the logs obtained from the exper-
iments in real environment. This shows that we can realize realistic simulation
experiments that are closer to the experiments in real environment.

From these performance evaluations, we could validate the D-sense implemen-
tation. In addition, we could find some real environmental problems and their
causes, discuss their solutions, and improve reality of the simulation by considering
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them. This shows the importance of implementing and evaluating WSN protocols
in real environment, and also shows that D-sense well supports these activities.

6 Conclusion

In this paper, we have designed and developed an integrated environment called
D-sense for supporting development of WSNs. D-sense supports protocol design
by high-level design APIs. Also it provides seamless collaboration of simulated
and real networks for performance evaluation, and powerful distributed debug-
ging scheme. We have conducted performance evaluation of the SPEED proto-
col in simulation and real environment to show the effectiveness of D-sense. For
now, we have designed the specification of D-sense and implemented a part of its
functions. Our ongoing work includes developing a complete set of design/debug
APIs and related tools, and opening them to public domain.
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Abstract. The grid infrastructure consists of nodes all over the world which are 
usually interconnected with high speed network links and provide storage and 
processing facilities. In this paper, we investigate how this massive infrastruc-
ture can be utilized to facilitate efficient and scaleable real-time multimedia 
streaming. The aim is to avoid the issues usually associated with one-to-many 
media streaming architectures through the use of a mechanism that initiates re-
flectors as and when they are needed thereby reducing bandwidth-related bot-
tlenecks and ensuring that the delay between the last media distribution point 
and the receiving client is as low as possible.  

Keywords: grid, multimedia, streaming, architecture. 

1   Introduction 

Streaming multimedia data over the packet-switched internet is nowadays a highly 
popular application. End-user hosts have more than adequate processing power for the 
decoding of high quality audiovisual streams; mobile devices are also capable of 
displaying reasonable quality video. The material distributed is usually pre-recorded 
but an increasing number of live events (ranging from speeches to music festivals and 
sports events) are streamed in real-time. 

The increased user demand for multimedia streaming results in increased network 
bandwidth requirements. As the data is predominantly carried on a best-effort basis, 
issues such as jitter and packet loss degrade the user’s experience. These problems are 
not uncommon and are somewhat expected considering that the media data competes 
with other internet traffic. Researchers have always been examining ways to reduce 
the load on the infrastructure as this allows more users to be served. 

An infrastructure that could be used for multimedia streaming is the grid [1]. So 
far, the grid is predominantly seen as a massive infrastructure that can be used to 
perform intensive processing operations and store vast amounts of data. To facilitate 
these activities, the various nodes (clusters) are in many cases interconnected using 
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high speed links. In this paper we propose an architecture that aims to utilize this 
exact characteristic and use the grid for scalable real-time multimedia streaming. 

The paper starts with a brief introduction to the main characteristics of media 
streaming technologies and the grid. Our rationale for deploying multimedia stream-
ing services over the grid is then presented followed by a description of our proposed 
architecture and its components and future work plans.  

2   Background 

The use of the internet for distribution of multimedia data to multiple clients has been 
a highly active research topic for many years. It is expected that it will remain so 
since commercial applications are already using IP networks for their data delivery 
[2] and the internet already “hosts” an enormous collection of audiovisual material. 

2.1   Multimedia Streaming 

In our work we concentrate on streaming data from a single source to multiple receiv-
ers. Streaming involves the transmission of media data over the packet-switched net-
work. The source of such data may be a stored file or a live feed from audiovisual 
equipment. A receiving host expects a timely and loss-free delivery of the data pack-
ets in order to decode the media streams and present them to the user. 

Solutions designed for this purpose are generally categorised as Video-on-Demand 
(VoD) systems. True Video-on-Demand systems [3] allow users to have total control: 
they can pause, rewind, fast forward the stream whenever they like. Such activities 
put additional strain on the provider’s resources; to prevent that, near Video-on-
Demand [4] systems allow such user actions but at discrete time intervals. 

The one-to-many data distribution model prevents such systems from scaling as the 
media server has a finite bandwidth capacity available. Scaleable multimedia data 
distribution is a topic that has attracted a lot of research interest in the past years; 
various solutions [5,6] have been proposed to increase the scalability of systems. The 
ideal solution for the unnecessary bandwidth consumption (i.e. the multiple unicast 
streams) is the use of native multicast [7] data distribution; this is not yet supported in 
the majority of the internet.  

2.2   The Grid 

One definition of the grid is that it is a technology based on a system that collects 
users and resources in a common infrastructure even if they belong to multiple inde-
pendent organizations, carriers, companies etc. In practice, this implies that we can 
view all these resources as a single entity independent of geographical location; the 
primary reason is that networks such as the internet, make it irrelevant. This method 
of organization can (and does) have tremendous impact in multiple scientific and/or 
commercial activities that have to manage systems, data and computations in an in-
tensive way. Furthermore, grids can impact end-users providing benefits both in con-
tent search applications as well as content storage and retrieval of any type currently 
in use: text-audio-video. One particular aspect of the grid is that it combines storage, 
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networking and computational resources in a single infrastructure. This makes it pos-
sible to perform all functions necessary for: 

• building and running Digital Libraries 
• performing on-the-fly signal compression-decompression or de/multiplexing 
• doing capacity provisioning/scheduling on both cpu and network resources 
• allocating capacity dynamically either based on on-demand requests or on 

static traffic patterns 

3   Video Distribution over the Grid 

In this section we present the rationale behind the suitability of the grid as a platform 
for multimedia streaming and describe our proposed architecture. Briefly put, a fixed 
infrastructure investment is never the optimal solution so the grid is the right envi-
ronment for applications that exhibit variable resource utilization. 

3.1   The Grid as a Multimedia Streaming Platform 

The concept of utility computing is highly applicable in multimedia content delivery; 
the consumers of the content are typical human beings following diurnal, weekly or 
monthly patterns with highs and lows in service utilization levels. This is highly  
evident in TV broadcasting during popular programs. 

If we try to transfer this kind of media broadcasting service on the internet as we 
know it currently, the end result would be congestion, low latency and bad perform-
ance at the very moment of highest demand. The most critical aspect of serving an 
online user community is service stability. It is a good observation to point out that 
the Internet, as currently experienced by the vast majority of its users, is a network 
without guarantees and as such it is unsuitable to provide, for example, a better  
replacement for existing TV and Radio transmission technologies. 

This happens because the dependability aspects of the latter are much more robust 
and resilient to usage by an excessively large audience population. In order for the 
internet to be able to reach similar levels of robustness and resilience, a number of 
items have to be addressed: 

• a federation-capable solution is needed, if many content providers are going to 
coexist in the same infrastructure. 

• reflectors have to be placed at or near network branching points and reflector 
capacity must be tunable on demand at run-time. 

• bandwidth reservation must be a standard automatic network service, without 
a human in the loop, even across network boundaries. 

• multiple paths should be provided for media data delivery, so that no single 
system failure or malfunction can disrupt service. 

In fact, grid systems are supposed to be able to manage all these aspects at once: 

1) grids are by definition a collection of resources spanning multiple administrative 
domains. As a result, technology provisioning for many Certification Authori-
ties [8] and entities below them is considered as standard in grids. On top of 
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that, under the concept of Virtual Organizations [9] one is able to collect entities 
(resources or users) at arbitrary sets together so an infinite number of policies 
can be globally applied. 

2) grid clusters are typically located near backbone network edges or central junc-
tions, for the very fact that this is the only way to make efficient use of them. 
Moreover, grid clusters contain multiple CPUs which makes it possible to run as 
many reflectors as needed on a given moment.  

3) bandwidth reservation and network Quality-of-Service are not new topics and 
they play a major role in many distributed applications today. What is though a 
whole new topic, is the capability to be able to offer them in a fully automated 
manner. This will build guaranteed paths across multiple networks (autonomous 
systems in Internet parlance) querying in the process and following distinct net-
work policies in a federated manner. Recent experience during summer 2007 in 
European networks attached to GEANT2 [10] showed that this is feasible and 
the current plan is to integrate this service as a part of the capabilities of grid 
systems. 

4) the internet has provisioning for resilience through the automatic rerouting of 
traffic through multiple paths. Grids should be able to overcome transient or 
even permanent failures in a similar manner and in a way which is transparent 
for the user. The concept applies to all subsystems comprising the grid (CPUs, 
network links etc.) 

It is important to note that although peer-to-peer solutions have been proposed as 
the underlying mechanisms for multimedia data streaming, the grid offers a far larger 
and more stable infrastructure that is already being used for data storage and computa-
tional purposes. To illustrate our point, a project driven by CERN that involves con-
ducting the largest physics experiment ever, is exploiting grid technology exclusively 
for the distribution and management of its datasets.   

3.2   Grid Enhancements 

One particular aspect that is related to points 2 and 3 in the previous section, which is 
worthy of further discussion, is that capacity usage in either the CPU or the network 
must be a schedulable resource. In the current grid implementation this is not always 
possible, for the very reason that existing grids are of the batch form, since this is the 
simplest way to build such a service. For example, in the EGEE grid currently it is not 
possible to request an allocation of 100 CPUs for the first day of the next month; the 
basic method of service is based on FIFO queues at Computing Elements (CEs). 

In order to schedule CPU and network usage, a slightly revised CE architecture 
must be developed that includes a scheduler that supports job preemption. Although at 
first glance someone might comment that such a scheme is not directly supportable by 
the existing grid, the fact is that the implementation is feasible with only slight modi-
fications. There exist local scheduling systems that are able to do so [11] and have 
already been tested in the real grid environment. Grid engineers are also currently 
building the components necessary to provide network performance guarantees for 
grid-based applications [12]. This is work of very high complexity since the underly-
ing network infrastructure must be able to provide such a service. 
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3.3   System Architecture 

The architecture of our proposed solution is shown in Figure 1 below. Essentially our 
proposed solution falls under the category of application-level multicast data distribu-
tion systems.  

 

Fig. 1. A grid-based multimedia streaming architecture 

The streaming proxy is the brain of our architecture. It is responsible for handling 
client requests and associating clients with the most appropriate reflector. The reflec-
tors run on worker nodes in the grid clusters; they are responsible for sending the 
media data to the receivers that the streaming proxy has allocated to them. The media 
data is sent to the reflectors by the media server. For clarity purposes, some receivers 
in the diagram appear to be idle. 

The different stages of the system’s operation are as follows:  

• the streaming proxy receives a client request 
• proxy identifies the best reflector for the client 
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• media server requested to start sending data to the reflector (if its new) 
• reflectors stream data to their clients  

The key research issue in the operation outlined here is the identification of the 
best reflector for the particular client. The definition of “best” here implies that the 
reflector can accommodate the client (i.e. has not reached its bandwidth capacity) and 
the round-trip time between client and reflector is reasonable and fairly static. 

4   Conclusion and Future Work 

In this paper we presented our ideas and potential solution for the provision of scal-
able multimedia streaming services by exploiting the grid infrastructure’s wide area 
and stability characteristics. At the current stage, the proposed architecture does not 
designate any particular protocol or signaling approach since it is agnostic to them. 
The benefit of this approach is that it provides a model for diverse implementations.  

Our ultimate goal is the development of an algorithm that dynamically optimizes 
the placement of reflectors as clients join and leave during the “broadcast” of a live 
event. In the initial parts of our work we will concentrate on analyzing the Grid to 
ascertain whether it fully meets our requirements as they were defined in this paper; if 
that is not the case then steps have to be taken towards that direction before a reflector 
placement algorithm can be defined. In our work we will utilize techniques and solu-
tions that are already developed for VoD systems and modify the Videolan [13] 
streaming software to add extra messaging functionality as it will form our server and 
client software. 
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Abstract. This paper further develops an architecture and design elements for a 
resource management and a signalling system to support the construction and 
maintenance of a mid-long term hybrid multicast tree for multimedia distribu-
tion services in a QoS guaranteed way, over multiple IP domains. The system 
called E-cast is composed of an overlay part – in inter-domain and possible IP 
level multicast in intra-domain. Each E-cast tree is associated with a given QoS 
class and is composed of unicast pipes established through Service Level Speci-
fication negotiations between the domain managers. The paper continues a  
previous work, by proposing an inter-domain signalling system to support the 
multicast management and control operations and then defining the resource 
management for tree construction and adjustment procedures in order to assure 
the required static and dynamic properties of the tree.  

Keywords: Multicast, overlay, QoS, multimedia distribution, Service Level 
Specification. 

1   Introduction 

Efficient real-time multimedia distribution over multiple IP domains with support for 
the required end-to-end (E2E) Quality of Service (QoS) is still an active area of re-
search. Multicast is a resource efficient transport service for multimedia distribution. 
The development of such a service with QoS enabled in a multi-domain context re-
quires further research. A hybrid multicast service solution, using Overlay Multicast 
(OM) and IP multicast, where existent, can be attractive. One can benefit of IP multi-
cast [1], where existent, and use OM outside the IP multicast area. IP multicast, de-
spite its two decade age, is not globally deployed [2] [3] due to problems related to 
group management, needed router capabilities, and QoS addressing problems. OM 
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[4]–[9] presents lower efficiency and speed but eases the implementation of multicast 
services by not relying on network layer multicast capabilities. Therefore, in this 
paper, a hybrid solution is considered. 

An E2E guaranteed QoS capability over multiple domains infrastructure requires 
an integrated management system to manage the high level services. On the other 
side, an important requirement is to still maintain the independency, in terms of re-
source management, in each network domain. The FP6 IST-507637 project “End-to-
End QoS through Integrated Management of Content, Networks and Terminals” 
(ENTHRONE)1 has proposed an architecture that creates Audio/Video (A/V) service 
distribution chains [11]-[14] with support for content generation and protection, dis-
tribution across QoS-enabled heterogeneous networks and the delivery of content to 
user terminals. 

ENTHRONE’s key component is the Integrated Management Supervisor (EIMS) 
[11][12]. The EIMS is built on top of a heterogeneous network infrastructure and 
manages high level services. Examples of such high level services are Video on De-
mand (VoD), multimedia streaming, E-learning, and IPTV. The EIMS is also respon-
sible for the E2E IP connectivity, but still maintains independence on network  
resource management and low level QoS mechanisms.  

The EIMS assures E2E QoS provisioning by achieving the required coherence be-
tween entities, w.r.t. management and control activities. This is based on Service 
Level Agreements/Specifications (SLAs/SLSs) concepts which are used to express 
inter-entities commitments [12] [13]. In order to transport the SLA/SLS messages, an  
appropriate set of signalling protocols have been designed. Each EIMS entity, at a 
Network Provider (NP), cooperates with the local intra-domain Network Resource 
Manager (RM) in order to ask for resources in the network.  

The architecture is flexible, supporting several business models, including scenar-
ios where different entities cooperate to create value-added services for end-users. 
The main entities considered are:  Service Providers (SP), Content Providers (CP), 
Network Providers (NP), Content Consumers (CC), and Access Network Providers 
(ANP) [11] [14]. The CPs usually own Content Servers (CSs) that are used to generate 
content for the CCs. The SP provides high level services to the end-users. The NPs 
role is twofold: 1) to cooperate with each others in the E2E chain and 2) to manage 
their autonomous network domains. The ANPs manage the Access Networks. In prac-
tice, several roles can be played by the same business entity.  

The EIMS includes a multicast service, offered by a subsystem called E-cast, 
which was realised in a hybrid form (OM combined with IP multicast, where existent) 
and including a special component to manage it. In [10],[12] and [14], the principles 
of the E-cast  have been defined and the architecture of the multicast solution was 
outlined.  

The E-cast main objectives are: to provide a scalable multi-domain solution inde-
pendent of IP multicast capabilities of the core and access networks; to allow a seam-
less integration of the E-cast in the existing EIMS framework (which used mid-long 
term QoS enabled transport pipes called pSLS-links); to address the requirements of 
new services like IPTV; and to be able to take benefit of the IP multicast in IP do-
mains where it is deployed. The multicast tree construction and maintenance is based 
on inter-domain resource management and signalling protocols between NPs.  

                                                           
1 This work has been supported by IST FP6 038463 ENTHRONE Project. 
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This work is a continuation of [10]. In Section 2 the general connectivity services 
framework of ENTHRONE is summarised. The E-cast hybrid multicast service is 
outlined in Section 3. Section 4 extends the ENTHRONE inter-domain signalling 
system to support the overlay and IP multicast. The Section 5 introduces the resource 
management to assure the multicast tree dynamicity. The Section 6 presents the  
conclusions. 

2   Connectivity Services Management in ENTHRONE  

The EIMS manages an overlay connectivity service based on forecasted information 
(there exists a Service Planning function) about future users. The SP decides on the 
construction of logical multi-domain, uni-directional, QoS-enabled aggregated pipes 
(pSLS-links established prior to real data flows transport). They span over IP core 
domains crossed by the path from known content servers (CSs) to forecasted regions 
of expected CCs, which are seen as destination [11], [12]. Each pSLS-link belongs to 
a given QoS class of service.  

The pSLS-link is composed of segments. Each pSLS-link is negotiated and agreed 
between SP and the first NP placed in the path towards the regions that contain CCs. 
In its turn, each NP must negotiate and agree on a new segment with the following NP 
in the path, until the CCs region is reached (provider pSLS subscription phase). Each 
request from a domain is subject to Admission Control (AC) by the requested domain. 
The EIMS entities performing negotiations and AC are called Network Service Man-
agers (NSM). They are distributed in SP (NSM@SP) and also in the NPs 
(NSM@NP). Below each NSM@NP there is an Intra-domain Network Resource 
Manger (RM) whose task is to manage the domain’s resources and their links to its 
neighbours. A negotiation protocol EQoS-pSLS-S/I-NP has been designed [13] to 
transport the negotiation messages between NSMs. 

To avoid inter-domain routing awareness by SP, the forward cascaded mode for  
inter-domain peering has been selected. Therefore the task of inter-domain path selec-
tion from the CS to the CCs regions is performed by each NP. The pSLS request con-
tains all QoS parameters desired (bandwidth, delay, jitter, loss rate). Each NSM@NP 
is aware of QoS capabilities of its internal paths and also of QoS capabilities of inter-
domain links towards the neighbour domains. These capabilities are expressed at 
overlay level as Traffic Trunks (TT), in terms of bandwidth available, delays, etc.  
This information has been previously communicated to the NSM@NP by its “lower 
layer” (RM). 

To increase the dynamicity of connectivity services management, the ENTHRONE 
distinguishes two operations on SLSs [11]-[14]: subscription, by which the necessary 
resources are logically reserved, and invocation, by which the network resources are 
actually allocated. The subscription allows EIMS to abstract network resources in 
terms of end-to-end virtual pipes. After pSLS subscription, SP may later decide on the 
installation of pSLS-links in the network (pSLS invocation phase), by instructing its 
NSM@NPs to request to the NRM of each domain to perform resource allocation.  

After pSLS-link invocation, several individual pipes (cSLS-links), i.e. slices of the 
pSLS-links, can be agreed and allocated for CCs at their request. The cSLS-links are 
established by the NSM@SP at request of an EIMS subsystem called Customer  
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Service Manager at SP (CustSrvMngr@SP) on behalf of a CC. The cSLS parameters 
are a mapped version of an agreement established between the CustSrvMngr@SP and 
a CC to reserve the required resources.  The cSLS-links pass through the pSLS-links 
and are extended (“last mile” segment) to the CC’s Access Network (AN). Thus, the 
ENTHRONE solution avoids per flow inter-domain signalling. The NSM@SP should 
communicate with AN Resource Manager to request resource reservation (cSLS sub-
scription phase) and then allocation (cSLS invocation) in the AN for each individual 
flow.  

3   Hybrid Multicast System 

The E-cast system is built on existing ENTHRONE management infrastructure [10], 
[12]. E-cast uses overlay multicast (E-cast(o)) for multi-domain multicast and, if 
available, IP multicast (E-cast(ip)) in the IP core of the leaf domains of the overlay 
multicast trees. In such leaf domains, numerous branches are expected and thus the  
E-Cast(ip) trees are grafted on leaf nodes of E-cast(o) trees. The E-cast tree branches 
are actually the QoS enabled pSLS-links. The set of unicast pSLS-links used to setup 
an E-cast(o) is named mcast-pSLS-tree and is used to transport multiple streams in 
multicast. The associated multicast pSLS is the group of underlying individual pSLSs 
contracts. A mcast-pSLS-tree holds a set of mcast-cSLS-trees, each one representing a 
subset of the resources available in the mcast-pSLS-tree. The mcast-cSLS-tree is com-
posed of a set of unicast cSLS-links, each one associated with a single multicast 
stream (e.g. an IPTV channel). The E-cast system may include intra-domain IP multi-
cast (E-cast(ip)), based on Protocol Independent Multicast - Sparse Mode/Single 
Source Multicast (PIM-SM/SSM) [16]. Additionally to standard PIM-SM/SSM, the 
E-cast(ip) provides QoS guarantees by creating at IP level, a single domain tree based 
on pSLSs.  

3.1   Overlay Multicast (E-cast(o)) 

An E-cast tree is composed of several entities called EN nodes. Each one may assume 
one or more of the following roles [10], [12], [14]: E-cast root node - multicast streams 
entry point for the E-cast(o) tree;  E-cast intermediate nodes - located in different 
Autonomous Systems (AS); E-cast(o) proxy nodes (EPN) - leaves of the E-cast(o) 
trees, usually located at the ingress of ANs;  E-cast cross-layer nodes (EXN) - which 
terminate the E-cast(o) and act as IP multicast sources by introducing group addresses 
in the data packets and delivering them to the IP multicast tree. An EN may belong to 
different E-cast trees, playing different roles in each tree. The number and placement 
of E-cast nodes are determined by the service planning activities. The management 
entities for multicast are Multicast Manager at SP (McastMngr@SP) and Multicast 
Manager at NP (McastMngr@NP). The E-cast(o) tree construction [14] is shortly 
described next.  

Initially, an E-cast(o) mesh is setup by logically interconnecting ENs. To perform 
the E-cast(o) tree construction,  the McastMngr@SP , gets as input information the 
root and leaves IDs of the tree and also information on the E-cast(o) mesh. The  
construction of the mesh is based on the “Locate, Cluster and Conquer” principle 
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described in [10], and in [15]; this phase is not in the scope of this paper.  The algo-
rithm used for the tree construction is a variation of the Dijkstra shortest path algo-
rithm (SPF) that also considers constraints and a composite metric based on delay. 
Then, the McastMngr@SP subscribes the multicast pSLS to NSM@SP. The invoca-
tion of the multicast pSLS may happen at a later time, but never before using the  
E-cast(o) tree to transport a multicast stream. The subscription and invocation of indi-
vidual unicast pSLSs that compose the multicast pSLS, and the actions required in 
each AS, are performed by NSM@SP and NSM@NPs.  

Then McastMngr@SP subscribes and invokes the appropriate mcast-cSLS-tree as-
sociated to a stream, prior to any packet being replicated and forwarded along a 
branch of the E-cast(o) tree. Consequently, the McastMngr@SP instructs all EN 
nodes (root, intermediate, proxies, cross-layer) on how to replicate the packets of the 
stream along the tree. The E-cast proxy nodes send the packets to access networks. 
The E-cast cross-layer nodes cooperate with an IP multicast agent to translate unicast 
address to IP multicast group address, and forward packets to the PIM-SM/SSM tree.  

3.2   IP Multicast (E-cast(ip)) 

The ENTHRONE selected PIM-SM/SSM as a significant and largely used protocol at 
IP layer. In our case it is used in an extended mode, based on multicast pSLSs, to pro-
vide IP multicast with QoS guarantees within a leaf domain. The construction of  
E-cast(ip) tree is performed by the NSM@NP of the leaf domain, upon request of the 
NSM@SP. At its turn NSM@SP has been requested to do that by the McastMngr@SP. 
The request parameters are: the QoS class, the stream source (E-cast(o) cross-layer 
node), and the access networks IDs of prospective consumers.  

The E-cast can, in principle, support deployment variations regarding the distribu-
tion of flows in the AN. If each AN connected to the leaf AS comprises an E-cast(o) 
proxy node, then they may receive flows from the egress multicast routers of the leaf  
AS and distribute them into ANs. If not, the egress routers of the leaf AS can directly 
distribute the flows in multicast mode, using a group address as destination, into  
the AN. 

4   p/cSLS Signalling for Multicast 

This section proposes the E-cast(o) signalling support. The identified requirements 
are: to use ENTHRONE’s existing unicast negotiation protocols; to scale in terms of 
the amount of signalling used per tree branch; to have parallel transaction capability; 
to support both the E-cast(o) and E-cast(ip). 

The solution extends the ENTHRONE signalling framework [13] to enable multi-
cast management. The multicast tree is controlled by McastMngr@SP and is com-
posed of unicast point-to-point pSLS links between E-cast nodes (EN). The 
McastMngr@SP first determines all the tree elements, namely the root node, the in-
termediate nodes, the leaf nodes (i.e. topology) and QoS class. Then, it requests 
NSM@SP to trigger the mcast-pSLS-tree construction. Each negotiated pSLS estab-
lishes a virtual link with specific QoS guarantees between two ENs. The NSM@SP 
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reports on the success of the pSLS-links establishment to the McastMngr@SP. Then 
the McastMngr@SP instructs the ENs to act as root/intermediate/proxy/x-layer nodes 
on the E-cast tree. 

The NSM@SP is tree-topology unaware; it receives a list of pSLS links to be es-
tablished from the McastMngr@SP. The set of all pSLS-links negotiated by the 
McastMngr@SP define the overlay tree topology, and, in case of some segments 
failures, the McastMngr@SP decides upon next actions.  

Figure 1 presents an example scenario of the E-cast(o) tree construction that  
comprises several phases.. 

First, the McastMngr@SP requests to NSM@SP to construct the {EN1-EN2, EN1-
EN4, EN1-EN5, EN2-EN3, EN4-…, EN5-EN6, EN5-EN7} pSLS-links. Then the 
NSM@SP launches several parallel and independent transactions as shown in the 
Table 1. Note that, for each pSLS-link request, the forwarding cascade mode is still 
valid. If required, each intermediate NSM@NP will contact other neighbour 
NSM@NPs to realize the chain. In step three the NSM@NPs respond to NSM@SP. 
Finally the NSM@SP returns a list of results to McastMngr@SP which proceeds to 
the next actions.  
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Fig. 1. pSLS signalling for E-cast tree construction. NSM – Network Service Manager; RM – 
Intra-domain Network Resource Manger. 
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Table 1. pSLS requests to construct an example E-cast tree 

pSLS request 
from NSM@SP 

# 

NSM@NP to 
solve the pSLS 

request 

pSLS 
link 

origin 

pSLS-link 
end 

Notes 

1 NSM_i EN1 EN2 
   EN4 
   EN5 
2.1 NSM_m EN2 EXN3 
2.2     NSM_j EN4 … 
  EN4 … 
2.3 NSM_k EN5 EN6 
   EN7 

Requests for 
E-cast(o) tree 
only 

3* 
NSM_p EXN3 

DR1, DR2, 
DR3 

Request for 
E-cast(ip) tree. 

 
Figure 2 illustrates a Message Sequence Chart of the signalling used in the 

mcast-pSLS-tree subscription phase.  
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Fig. 2. Message Sequence Chart for Build E-cast(o) or E-cast(IP) tree use case, illustrating 
communication between EIMS entities and EN nodes 

The signalling inside a core IP domain for establishing an IP multicast tree will be 
detailed in another paper. The key issue is that, using the above signalling, the 
NSM@NP obtains all parameters required for the IP multicast tree. Enabling it to 
completely control the subscription and invocation of the tree based on PIM-SM/SSM 
protocol. 

For multicast pSLS invocation signalling, the protocols and interfaces are similar 
to those used for subscription, except for the quantitative parameters. For multicast 
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cSLS signalling we note that, from the point of view of NSM@SP, this invocation 
only means AC applied at the entrance of the tree in order to see if a given mcast-cSLS 
request can be accommodated in the current pSLS-link. The result of AC (positive or 
negative) is stored. Additionally, the first NSM@NP that owns the ingress router is 
informed about the flow characteristics, allowing it to configure an appropriate police. 

5   Resource Management 

In ENTHRONE the pSLS links are constructed after successfully accomplishing 
Admission Control (AC) in each IP domain. This is the basis of capability to guaran-
tee the QoS. In multicast case also AC is applied. This check can be applied statically 
(at pSLS subscription epoch) or dynamically (at invocation time). 

5.1   Admission Control for E-Cast Tree Subscription 

To construct the E-cast(o) tree the list of pSLS-links is asked to be established, by the 
McastMngr@SP to the NSM@SP. For each pSLS-link the usual AC similar to that 
applied in unicast case, [13], is performed. A successful multicast tree subscription 
means that every segment of the tree has successfully passed the AC test.  

The NSM@SP response message to the McastMngr@SP indicates a success or a 
failure. In the failure case, the rejected pSLS links are individually reported by the 
NSM@SP to McastMngr@SP. The latter may react differently conforming the poli-
cies applied by the Service Planning entity of the SP together the McastMngr@SP.  

The multicast IP tree is also established at pSLS level but the branches of this tree 
are intra-domain ones. The intra-domain is governed by an Intra-domain Network 
Resource Manager at NP (RM@NP). The additional problem in a real deployment is 
that RM@NP is not always willing to disclose to external parties its internal network 
topology and traffic load. Such a behaviour will make the AC problem more difficult 
than in overlay multicast tree case. 

In unicast pSLS case AC is performed at NSM@NP based on its knowledge on 
virtual Traffic Trunks (TT) crossing the respective domain. This information is deliv-
ered by the RM@NP to NSM@NP. Performing AC on such a trunk (intra and inter-
domain) is sufficient, while it is checked at the entrance of the TT. At NSM level, 
each TT is independent of other TTs. 

In IP multicast tree case the AC should be applied on each branch of the tree. The 
NSM@NP knows (from the parameters of the request message): the ingress node 
(router); the list of egress nodes (router); the bandwidth required; the QoS parameters 
required (e.g. maximum delay). 

We make the simplifying assumption that the unicast and multicast pSLS-links are 
established in two different disjoint “resource planes”, i.e. the RM@NP allocate an 
amount of resources to create multicast trees and this is separated from the resources 
for unicast pSLS-links. This choice can simplify significantly the management of 
resources because it decouples the unicast resource management from the multicast 
one. The unicast TT framework and AC executed at the level of NSM@NP remains 
not affected. Therefore the following solutions can be applied. Here policies issues 
may appear. 
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A. The RM@NP does not disclose to the NSM@NP the intra-domain topology. 
The NSM only knows the tree root and the leaves, so it cannot make AC. The 
NSM@NP makes a request for a tree to the RM@NP containing the parameters speci-
fied above. Then the RM@NP selects an appropriate tree for this request and per-
forms AC on each tree branch in terms of bandwidth (and maybe delay) - depending 
on policy applied. The RM@NP returns an answer to the NSM@NP, about accep-
tance/rejection of the request and also updates its matrices of resources. 

While this solution simplifies the task of the NSM@NP, it does not allow it to ap-
ply its own policies for AC. In the best case the NSM@NP could pass together with 
its request, some more additional parameters, to allow RM@NP to apply one of the 
several options. 

B. The RM@NP discloses the internal tree topology to the NSM@NP. 
The NSM@NP makes a request for a tree to the RM@NP with parameters specified 
above. In this case the RM@NP selects a possible tree and returns to the NSM@NP 
information on the available tree in the form: T(V,E), where V is the  node set; E is 
the  edge set and we have weights associated to links. Each cost is expressed as a pair 
(B, d) where the B= max available bandwidth and d = max delay on that link. The 
NSM@NP performs AC on each tree branch in terms of bandwidth (and maybe de-
lay) - depending on policy. Upon successful AC, the NSM@NP informs the RM@NP 
about this reservation. The RM@NP updates its matrices of resources. 

This solution still makes the AC at NSM@NP level, but the computation of the 
tree itself is performed by the RM@NP..The advantages of this design are that still 
NSM@NP is free to apply different policies to accept/reject multicast services re-
quests, independent on how the RM@NP manages its resources. At its turn, the RM 
@NP can apply its own policies of network dimensioning because it is this entity 
which offers a given tree to the request of NSM@NP. 

C. The RM@NP discloses the internal graph topology to the NSM@SP. 
This is the most open policy of the RM@NP, based on higher degree of trust and 
cooperation with EIMS. Initially and at each start of a Resource Provisioning Cycle, 
[11], [13], the RM@NP sends to the NSM@NP information on an available graph to 
be allocated for multicast services. The graph is expressed in the form: G(V,E); where 
V is the  node set; E – edge set and we have weights associated to links. Each cost is 
expressed as a pair (B, d) where the B= max available bandwidth and d = max delay 
on that link. 

Then in the event of a new request for a multicast tree NSM@NP computes a fea-
sible tree.  First it constructs a constrained sub-graph eliminating those branches 
which do not satisfy the bandwidth constraint. Then it computes a spanning tree (even 
if the tree is bigger than required, the computation algorithm is simpler) having the 
root in the node indicated in the request. This can be computed depending on policy 
in several ways: a. by only using a concave metric of 1/B where B is bandwidth. The 
tree is a shortest path one (SPT) in terms of bandwidth wideness and the algorithm 
can be, e.g. Dijkstra; b. by using an additive metric, i.e. delay; c. by optimising both 
bandwidth and delay (more complex solution and less scalable). .On each branch of 
the required tree the NSM@NP applies AC in terms of delay (remember that the 
bandwidth constraint has been fulfilled). Upon successful AC, the NSM@NP com-
putes an available graph by subtracting the used resources from the initial ones. 
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At a new request the NSM@NP uses the updated available graph as an input for 
tree computation. This solution gives the highest degree of liberty to the NSM@NP in 
applying different policies in the process of tree computation. 

5.2   Policy Based Management for Multicast Tree Subscription  

The ENTHRONE framework is open and flexible in the sense that it allows the SPs 
and NPs to apply their own policies for service and resource management. The Policy 
Based Management related details of ENTHRONE including policy analysis tool and 
policy decision and enforcement methods are discussed in details in [13]. 

In multicast service case several policies can be applied at subscription phase. Here 
are below some examples  

Estimated data for future traffic are considered (being generated by the traffic fore-
cast block). Therefore, the tree leaves will be defined only for those AN regions 
where a given minimum number of future users is estimated. 

When receiving the answer from NSM@SP about the multicast tree pSLS sub-
scription, the McastMngr@SP can react in several ways depending on the policy 
applied: P1. McastMngr@SP can be satisfied with the sub-tree proposed by 
NSM@SP and ask it to consider installed that sub-tree. The amount/percentage of 
successful branches is also subject of policies; P2. McastMngr@SP is not satisfied 
and in this case it can ask the cancellation of all sub-trees (i.e. all pSLS-links); P3. 
McastMngr@SP might ask the NSM@SP a new tree with different quantitative pa-
rameters (e.g. lower bandwidth, lower QoS, reduced number of branches, etc.). 

Also different policies may be applied in the process of making tree computation 
and AC as shown in the section above. 

5.3   Dynamic Resource Allocation 

The AC for mc_pSLS-tree invocation is performed similarly to that of subscription. 
The difference is that the tree is already known (computed at subscription phase). 
Therefore the three cases described in the Section 5 still apply.  

In case A, the NSM@NP does not know the tree IP multicast tree topology. The 
AC should be performed by the RM@ NP. 

In case B and C the Admission Control is performed by the NSM@NP because it 
knows the tree and has the necessary information on previously subscribed trees. 
Monitoring information can be used in the process of AC if information on the actual 
load of the tree branches is available. 

All policies discussed at multicast pSLS subscription can be applied for invocation 
also. Additionally policies can be applied for tree maintenance. While not all these 
policies are included in the current implementation (except some basic ones) the 
framework is enough flexible to allow different policies to be applied, defined by the 
SP and also by NPs. 

6   E-Cast Implementation 

The E-cast system is currently under implementation in the ENTHRONE project 
framework. Figure 3 presents (as an example) a part of the ENTHRONE system, the 
 



 Resource Management and Signalling Architecture of a Hybrid Multicast Service 49 

EQoS- pSLS- S/I_NP 

Traffic 
Forecast 

EIMS-
NetSrvMngr@NP 

pSLS Request
(Subscription 

and 
invocation) 

Route & 
QoS info 

pSLS 

EIMS Inter 
- domain-NRM  

 
Resource Management 

&Traffic Engineering 

Network 
Service  

Planning 

pSLS 
Rep. 

Policies

Intra-domain NRM 

pSLS Request  
Handling 

(Subscription and 
invocation, AC) 

Accepted 
pSLSs 

Acc/Rej 
pSLSs 

NP Domain 

EQoS-pSLS-S/I-NP 

Service 
and  

Network 
Monitoring

EQoS- Path EQoS- Path 

WSDL Interfaces 

WSDL 

WSDL 

Multicast 
Manager 

Service 
and  

Network 
Monitoring

TT
resources

Traffic Matrix 

Web Management 

WSDL 

  Resource Provisioning
. 

Interdomain  
QoS path 

finding 

Interdomain 
Paths/ 

QoS Info 

 

Fig. 3. Architecture of the Network Service Manager at NP  

overall view of the implemented architecture of the EIMS-Network Service Manager 
at NP (NSM@NP).  

The EIMS@NP subsystem is composed of: Network Service Manager - responsi-
ble for service provisioning and pSLS processing; Inter-domain Network Resource 
Manager –responsible mainly to find inter-domain paths; The Intra-domain Network 
Resource Manager (Intra-NRM). The latter  does not belong to ENTHRONE EIMS 
but it is owned by NP.  

The details of the NSM@NP subsystem are not given here; they  can be found in 
[13], [14], [17]. In Figure 3 the Multicast Manager is emphasized and its relationships 
with other entities are drawn. The Multicast Manager at NP is instructed by the Ser-
vice Planning block to perform low level multicast related functions (e.g. to  construct 
the IP multicast tree, etc.).Its  south-bound interface is used to request to the intra-
domain resource manager to install the multicast tree. 

The implementation solution for the interfaces outside the NSM@NP has been 
Web-Services based, [17], due to flexibility offered. In particular, Multicast Manager 
WSDL interface –used by the IP Multicast Manager to ask to Intra-NRM to construct 
a multicast IP level tree composed of pSLS links.  
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Below it is given an example of a set of messages used for the construction of the 
overlay multicast tree by establishing unicast pSLS agreements between E-Nodes and 
also for resource invocation for the overlay multicast tree. For example, the first two 
messages are used to subscribe a pSLS pipe between two E-cast nodes. These mes-
sages could be used between EIMS@SP and NSM@NP or between two NPs.  

 
• pslsMcastSubscribeRequest (pSLS obj req) 
• pslsMcastSubscribeResponse (status, pSLS obj resp) 
 

• pslsMcastInvokeRequest (pSLS obj req) 
• pslsMcastInvokeResponse (status) 
 

• pslsMcastSubscribeCloseRequest (pSLS obj req) 
• pslsMcastSubscribeCloseResponse (status) 
 

• pslsMcastInvokeCloseRequest (pSLS obj req) 
• pslsMcastInvokeCloseResponse (status) 
 
For IP multicast pSLS establishment in the “leaf” IP core domains  a similar set of 

messages are defined but having different parameters. They are exchanged only be-
tween the EIMS@SP and NSM@NP in the “leaf” tree core domains. After NSM@NP 
receives these messages it will know that it is the “leaf” core domain and conse-
quently it will inform the IP Multicast Manager to subscribe and then to invoke the IP 
multicast tree.  

7   Conclusions 

The work on E-cast hybrid multicast service with QoS guarantees over multiple IP 
domains, presented previously in [10] is continued with new proposals for a signalling 
system and scalable solutions (both in the data plane and control/management plane) 
for resource management, both at overlay level and network level. The overlay multi-
cast solution is independent on the existence of IP multicast in the Autonomous Sys-
tems but in our hybrid approach one can benefit of IP multicast in those domains 
where IP multicast is deployed. The inter-domain multicast signalling is done be-
tween managers, at aggregated level, thus exposing good scalability. The resource 
allocation can be done at aggregated and individual level with distinction between 
operational phases of subscription and invocation. Separation is achieved between the 
service management at overlay virtual level and actual resource management at net-
work level. The proposed system is currently implemented in the ENTHRONE  
project. The implementation results will be soon reported in a future work. 
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Abstract. The efficient management of network resources together with the 
Quality of Service (QoS) control of real-time multimedia group communication 
sessions in Next Generation Networks (NGN) is still a challenging research 
goal. The unified control of the session quality level, distribution tree allocation 
and network resources in NGN will increase the user satisfaction, reduce opera-
tional costs, optimize network resources and maximize the profits of providers. 
This paper introduces the Multi-user Aggregated Resource Allocation mecha-
nism (MARA), which supports a dynamic control of surplus class-based band-
width and multicast resources in a scalable way, while assuring the minimal 
quality level of multimedia group communication sessions. In comparison with 
existing works, MARA significantly reduces signalling, state and processing 
overhead. In addition, simulation results present the benefits of MARA by  
improving the network performance under re-routing conditions. 

Keywords: Real-time multimedia sessions; Next generation networks; Network 
resource provisioning; Multi-user communications. 

1   Introduction 

Real-time multimedia sessions are now present in our daily live experience, and will 
be among the most important applications in next generation networks. The efficient 
distribution and the quality level control of multimedia sessions, such as IPTV, video 
streaming and other multimedia multicast-alike sessions, will attract new clients, 
while increasing revenues to providers. In such real-time session, the content distribu-
tion is performed simultaneously to groups of users (multiple users, called multi-user 
sessions in this paper). In this context, IP multicast seems to be the most attractive 
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solution to control the distribution of multi-user sessions, because it avoids packet 
duplication and saves network resources. In addition, QoS-aware multi-user sessions 
can be controlled by using the Differentiated Service (DiffServ) model in order to 
provide scalable traffic differentiation, QoS assurances and overcome the limitations 
of the current IP best effort approach. 

Our previous work proposed the MultI-Service Resource Allocation (MIRA) [1] 
mechanism to allow the distribution of multi-user sessions with QoS support in Next 
Generation Networks (NGN). MIRA supports the coordinated control of Source-
Specific Multicast (SSM) distribution trees and QoS assurances for multi-user ses-
sions in DiffServ classes. The setup of network resources is deployed by the Resource 
Control Function (RCF) component, through the support of a per-flow edge-to-edge 
ingress-driven single-pass signalling approach implemented by the MIRA Protocol 
(MIRA-P). MIRA-P defines message-specific flags to control the RCF behaviour in 
the nodes throughout the network, and uses only two messages for resource requests 
and operation feedback control, RESERVE and RESPONSE respectively. The RCF 
interacts with network elements (e.g., QoS schedulers) for resource allocation, release 
and update procedures, as well as to detect re-routing events. MIRA state is controlled 
by soft-state to increase the system robustness. The performance evaluation described 
in [1] shows that MIRA distinguishes itself from existing solutions by supporting low 
complex operations, and by controlling multi-user sessions with minimized signalling 
and state overhead.  

However, the per-flow signalling used by MIRA to control the bandwidth required 
for multi-user sessions in DiffServ classes and the allocation of SSM trees associated 
with them, poses important issues regarding system performance. While the band-
width control requires excessive signalling and processing costs in large-scale net-
works, the SSM trees management (per-flow control) suffers from state overhead. 
Moreover, unpredictable topology changing detections (e.g., link failures, handovers 
or new join/leave requests) need MIRA operations to restore each affected flow of a 
multi-user session (scalable session) on a new path that at least fulfils their minimum 
QoS requirements. Our performance findings in the analysis of MIRA, associated 
with the strong resource requirements of multimedia group communications, moti-
vated further investigation of strategies to avoid per-flow operations. 

In order to overcome the current MIRA limitations, increase the satisfaction of us-
ers and optimize resources in multi-user systems, this paper introduces the Multi-user 
Aggregated Resource Allocation (MARA) proposal. MARA provides scalable support 
of IP multi-user sessions, while minimizing signalling, state and processing costs of 
MIRA per-flow operations. The MARA contribution is performed by dynamically con-
trolling the over-provisioning of DiffServ classes and SSM trees. Thus, MARA estab-
lishes multiple multi-user sessions without per-flow signalling by combining admission 
control and surplus network resources (bandwidth and SSM trees) procedures in ad-
vance. Multicast aggregation is used to optimize multicast state storage. This paper 
demonstrates the benefits of MARA in comparison with MIRA to control multi-user 
sessions regarding session robustness operations under re-routing conditions. The 
MARA performance evaluation was carried out by simulations, which analyzed band-
width/multicast state and signalling overhead under re-routing events. 

The remainder of this paper is organized as follows. Related work is presented in 
section 2. Section 3 provides a detailed description of MARA, whose performance is 
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evaluated in Section 4. Finally, Section 5 concludes this paper with a summary of our 
findings. 

2   Related Work 

Over-reservation strategies to over-provision bandwidth resources have been addressed 
in the literature on a set of proposals. The Border Gateway Reservation Protocol 
(BGRP) [2] and the Shared-segment Inter-domain Control Aggregation protocol 
(SICAP) [3], use a similar two-pass receiver-driven signalling approach to aggregate 
unicast traffic into sink- and shared trees respectively. However, the multicast trees 
control is supported by neither of the two approaches. Nevertheless, SICAP demon-
strates that the dynamic control of surplus bandwidth reservations is more efficient than 
the static quantification factor used by BGRP. Furthermore, the Dynamic Aggregation 
of Reservations for Internet Services (DARIS) [4] proposal uses a centralized approach 
to control resource allocations. DARIS deploys over-reservations based on information 
about the internal topology, resource capacities and current selected routes. Thus, scal-
ability is the main issue in DARIS proposal, since too much centralization endangers 
system performance to manage multimedia sessions. For instance, excessive signalling 
can be required to control resource synchronization and setup. 

The creation of multicast trees in advance has been used by some proposals as a 
means for the over-provisioning of multicast resources. However, there is a lack of 
solutions focused on allowing a scalable multicast over-provisioning support. Most of 
the available proposals aim to protect the system against topology changes (e.g., link 
breaks), instead of reducing signalling overhead, and thus processing overhead, to 
setup and maintain new multi-user sessions. The solutions presented in [5] and [6] 
aims to create a pair of trees (a main and a backup tree) for each session request, 
where the switching procedure from the main tree to the backup tree is controlled 
dynamically. Thus, the system must be signalled twice whenever a new session re-
quest is received, in addition to requiring that each visited router store twice amount 
of state. In spite of speeding up the restoration of sessions affected by re-routing, 
scalability (in terms of state and signalling overhead) is a shortcoming in backup-tree 
based solutions within large-scale systems. 

From the related work analysis, none of the above proposals coordinates the over-
provisioning of QoS resources/bandwidth and multicast resources. The over-
reservation approaches are neither scalable (two-pass signalling protocol) nor efficient 
for multi-user sessions (no multicast support). In addition, backup-tree based propos-
als introduce signalling, processing and state overhead to improve reliability. Thus, 
MARA is proposed to address the above challenges. 

3   Multi-user Aggregated Resource Allocation 

MARA dynamically provides the over-provisioning of network resources (bandwidth 
and multicast) to establish group communication sessions without per-flow signalling. 
QoS-aware sessions are controlled based on DiffServ per-class over-reservations, 
where resources are dynamically re-adjusted according to the bandwidth demand. 
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SSM trees are over-provisioned in advance (at the system bootstrap) and dynamically 
controlled based on multicast aggregation. By default, MARA detects re-routing via 
soft-state operations. In order to improve system robustness, MARA interacts with 
unicast routing protocols to acquire information also about re-routing events. MARA 
invokes the restoration of sessions affected by re-routing upon intercepting router 
advertisements generated as a consequence of topology changes (e.g., OSPF router 
Link State Advertisements (LSA) messages). With MARA, the system is optimized 
and the satisfaction of the users is increased, because it minimizes the state, signalling 
and processing overhead of MIRA as well as it reduces the convergence time to setup 
QoS-aware multi-user sessions on new paths. 

MARA re-uses some MIRA components, namely the signalling protocol (MIRA-P) 
and the resource controller (RCF). MIRA-P provides control information so that RCF 
can configure the state of network elements to setup network resources associated with 
multi-user sessions. In relation with MIRA, the common header of MIRA-P messages 
was extended with two new message-specific flags. Thus, MARA can invoke the  
initialization of network resources (flag Initialization (I)), setup of SSM trees (flag 
Multicast (M)), and the dynamic adjustment of over-reservations according to current 
demands (flag Over-reservation (O)). Moreover, two components ware developed to 
control the over-provisioning of bandwidth and SSM trees, namely Advanced QoS 
Resource Allocator (ASAC) and Advanced Aggregation Tree Allocator (AGTree), 
respectively. Fig. 1 shows MARA components implemented at the network edges. 
Interior nodes only implement MIRA-P and RCF. The MARA intelligence is pushed to 
the edges elements in order to increase the system scalability and robustness. 

 

 

Fig. 1. MARA Architecture 

ASAC over-provisions bandwidth by assigning per-class over-reservations at the 
system bootstrap and controlling their dynamic adjustment in an on-demand basis, 
without generating per-flow signalling. In order to avoid class starvations, each Class 
of Service (CoS) is assigned a Committed and a Maximum Reservation Threshold 
(CRth and MRth, respectively). Moreover, a global initialization factor is also as-
signed as a fraction of the local link capacity (e.g., ½ or ¼). Whenever realized that a 
CoS cannot accommodate a multi-user session request (i.e., an overload class), ASAC 
tries to increase the current CoS’s over-reservation based on network utilization ratios 
and commitments. Moreover, the size of the CoS’s MRth is also controlled, so that a 
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session can be admitted when the MRth of its required CoS is currently congested 
(procedure not allowed in MIRA). 

AGTree over-provisions SSM distribution trees by assigning surplus trees at the 
system bootstrap. AGTree uses encapsulation to merge multi-user sessions into ag-
gregation trees (instead of source-routing proposals) without any signalling exchange 
inside the network. Thus, data packets are aggregated at ingress routers and de-
aggregated at egress routers of a network accordingly. Moreover, AGTree controls the 
connectivity of multi-user sessions by dynamically switching sessions from a SSM 
aggregation tree to another as a consequence of network dynamics (e.g., new 
join/leave requests or re-routing). 

3.1   MARA Functionalities 

This section introduces the functionalities supported by MARA to control the over-
provisioning of network resources. It is assumed that all MARA agents have informa-
tion about whether the local router is an ingress, core or egress router. 

3.1.1   System Initialization 
Ingress routers use a flooding mechanism to request the initialization of bandwidth 
and to collect information about the available shortest paths until all available edges 
router of a network. In contrast to end-to-end, the edge-to-edge approach of MARA 
allows autonomy of each network to control and coordinate resource allocations. Each 
router within the network initializes the bandwidth resources through multiplying the 
index factor by the MRth of each local CoS. The information about the edge-to-edge 
paths is used to setup the SSM aggregation trees. An overview of the operations de-
ployed by MARA to initialize network resources is described in the remainder of this 
Section. 

Ingress routers setup the over-reservation of each CoS on all local network inter-
faces based on the MRths and the initialization factor. Afterwards, a RESERVE(I) 
(RESERVE message with flag Initialization (I)) is composed. The RESERVE(I) must 
carry the initialization factor and the per-class MRth, as well as be prepared to collect 
information about the composition of the resultant distribution path and the CoS’s 
characteristics of the bottleneck link. Hence, a copy of the RESERVE(I) is sent in all 
interior routers (except the inter-network link), where each one has the IP address of 
the associated local outgoing interface (Oif) filled in the Reserved Path (RSVPATH) 
object. The current QoS capabilities are filled in the QoS Specifications object 
(QSPEC) as proposed in the NSIS suite. As a consequence of the flooding schema, 
each router must do some verification before setting up resources aiming at: 1) ensur-
ing that per-class over-reservation is initialized only once (when the CoS has no res-
ervation state); 2) avoiding infinite signalling loops (by dropping messages already 
carrying the IP address of a local network interface in the RSVPATH object). As a 
result of 2), long trees are avoided by dropping RESERVE(I) messages that return to 
ingress routers. The signalling used by MARA, and its composition, to initialize the 
bandwidth resources in a generic scenario is shown in Fig. 2. 

After initializing the bandwidth resources, ingress node I1 composes a 
RESERVE(I) carrying the initialization factor, the MRths and  the RSVPATH object 
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Fig. 2. Signalling events for the initialization of bandwidth resources in each network router 

(filled with the Oig_I1 IP address), which is then sent downstream. Upon visited by 
the RESERVE(I), core node C1 initializes the local bandwidth resources (as in I1) and 
sends a copy of the RESERVE(I) (with the RESVPATH object of each one correctly 
updated) to all local network interfaces (Oif_C1 and Oif_C2 in this case), except the 
one in which it was received. In the case of an edge router (egress nodes E1 and E2 in 
Fig. 2), a RESPONSE(OK) message is composed with the information derived from 
the associated RESERVE(I) after concluded the local bandwidth initialization. The 
RESPONSE(OK) is sent to the IP address found in the first entry of the RSVPATH 
object (i.e., Oif_I1), allowing the ingress router to store information about the edge-
to-edge path and about the characteristics (per-class bandwidth and thresholds) of the 
CoS of the bottleneck link of all paths.  

After successfully accomplished the initialization of CoS bandwidth, MARA set-
ups the SSM trees along each collected communication path. As a first step, a SSM 
tree is assigned to each communication path composed by a pair of ingress and egress 
routers (called un-branched). Each tree is composed/identified by the IP address of the 
ingress router (I1 in the case) and a multicast group IP. The latter is locally created by 
I1 via a dynamic multicast address allocation solution [7]. After that, a RESERVE(M) 
(notation used to a RESERVE message with flag Multicast (M)) is sent downstream, 
being forwarded  based on the RSVPATH. In order to allow the support of QoS-aware 
multicast trees under environments with asymmetric routing, each visited router con-
figures the Multicast Routing Information Base (MRIB) with information derived 
from the RSVPATH object and propagates the message downstream. At the egress 
routers E1 and E2, PIM-SSM is triggered to build the SSM tree, and a 
RESPONSE(OK) message is sent to I1, confirming the successful operation.  

After the creation of the un-branched trees, MARA uses a combinatorial algorithm 
to create a set of branched trees, simultaneously supplying multiple egress routers. At 
first, all possible combinations between the available un-branched trees are generated 
in n-1 interaction, where n is the number of un-branched trees. In order to optimize 
the large number of resultant branched trees, filters are used to retain the best ones. 
One selection criterion is based on the fact that a distribution tree demands more net-
work resources (e.g., bandwidth) as branching points get close to the root. Based on 
this criterion, SSM trees with branching point in the ingress routers are discarded. 
Furthermore, combinations with multiple paths converging to the same node are also 
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discarded. Optionally, MARA can be configured with a maximum on-tree hops 
(which can derive from network historical or measurement tools). After generating all 
SSM aggregation trees, the ingress routers signal the identified egress routers so that 
PIM-SSM can build the created SSM trees. 

The combinatorial algorithm used to create the branched SSM aggregation trees 
can pose performance overhead to MARA, where the processing cost is overloaded 
with the increasing number of combinations (which increases with the number of 
links/nodes in the network). Other combinatorial algorithms can be used. The specifi-
cation of an efficient combinatorial solution is out of the scope of this paper. 

3.1.2   Dynamic Resource Allocation 
The combination of over-provisioning and admission control allows MARA to dy-
namically establish multi-user sessions without per-flow signalling. Whenever re-
quired the establishment of a session, MARA must be triggered at an ingress router 
with a session request (Ri) carrying the QoS requirements within the QSPEC (at least 
the CoS, the required bandwidth (Brq(i)) and user IP). Based on the egress router IP 
associated to the interested user (retrieved via intra-domain routing approaches, such 
as BGP), MARA selects one (the first matching) of the previously created SSM ag-
gregation trees. Afterwards, the packets association with multi-user sessions are en-
capsulated (aggregation) in the selected SSM aggregation tree. At the egress router(s) 
associated to the selected SSM aggregation tree, the original IP header information is 
restored (de-aggregation) and forwarded towards its destination. 

If succeeding the information that the ingress router has about the current usage of 
the required CoS i in the bottleneck link of the required SSM tree (i.e., the bandwidth 
required by Ri is available in the current over-reservation of CoS i), the session is 
admitted without further processing or signalling. In addition, whenever the required 
CoS i experiences unavailable bandwidth, ASAC attempts to re-adjust its current 
over-reservation. The amount of bandwidth to re-adjust the over-reservation of CoS i 
(Bov(i)) is given by (1). The Equation 1 is based on the utilization ratio (Bu(i)) of the 
CoS and the amount of bandwidth which will be available after the session setup. The 
information used in (1) is related to the bottleneck link of the selected SSM aggrega-
tion tree. After the computation of a positive Bov(i) (in case of failure the equation 
returns a negative value), MARA updates the current reservation of CoS i, Brv(i), 
where Brv(i) ← Bov(i) + Brq(i)), and sends a RESERVE(O) (notation used to a 
RESERVE message with flag Over-reservation (O)) in the selected communication 
path.  

Bandwidth available after setting up RiUtilization  

(1) 

All routers along the communication path update the local Brv(i) with the Brq(i) 
derived from the QSPEC transported in the RESERVE(O) message. Upon receiving 
the RESPONSE(OK), the ingress router re-processes Ri, which is now supposed to 
succeed (available bandwidth) and be admitted without signalling. If the amount  
of resources requested by Ri exceeds the current MRth(i), (1) does not succeed (Bov(i) 
< 0), and so the adjustment of the CoS over-reservation fails. In this congestion case, 
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MARA invokes the re-adjustment of the CoSs so that Ri can be admitted. For this 
propose, (2) provides a bandwidth index (B_Idx(j)) of any other CoS j, except the 
congested one (i). The bandwidth index of a CoS is the ratio between the amount of 
bandwidth that is currently available and reserved by CoS j. 

 

 

(2) 

 

Furthermore, the threshold index (Th_Idx(j)) of any CoS j, except the congested 
one (i), is provided by (3) as being the ratio between the MRth and a bandwidth refer-
ence (Bref(j)). The bandwidth reference can be the bandwidth currently reserved for 
CoS j (if the Bu(i) is lesser than the CRth(i)), otherwise the CRth is used. Thus, 
MARA ensures at least the minimal QoS commitment of the CoSs. 

 

 

(3) 

 

The results of (2) and (3) are used to compute, by means of (4), the amount of 
bandwidth by which the MRth of each CoS j (Brl_MRth(j)) will be reduced. Equation 
4 computes Brl_MRth(j) based on the average between the sum of bandwidth and 
threshold indexes of CoS j, multiplied by its amount of bandwidth currently available. 
 

After computation of (4), MARA adds MRth(i) with the sum of the Brl_MRth(j) of 
the selected CoS (j). The MRth(j) of each CoS (j) is decreased by the computed value 
accordingly. After successfully accomplished the CoS re-adjustment, Ri is re-
processed again and the over-reservation is expected to be successfully updated now. 
If the re-adjustment of the CoSs fails Ri is rejected. As occurs with MIRA, MARA 
also allows explicit releasing of resources, which is done by signalling the network 
with a RESERVE(T) (RESERVE message with flag Tear (T)). 

3.1.3    Session Connectivity Control 
MARA ensures the continuity of on-going multi-user sessions during their entire 
lifetime by automatically switching them between available SSM aggregation trees. 
This operation is deployed at the ingress router associated with the required session. 
This way, MARA prevents waste of resources (by avoiding sending packets to leaf 
nodes without active member users) and session quality degradation is controlled due 
to re-routing (e.g., link failures, new join/leave events or handovers).  

In the case of receiving new join/leave events (or handovers) and detecting that a 
session has no leaf nodes in some of the egress routers of its current SSM aggregation 
tree, MARA performs the following operations: (i) selects another SSM aggregation 
tree leading to the right set of egress routers and supporting the required QoS (as upon 
receiving the Ri); (ii) switches the session to the selected SSM tree (by controlling the 

 
(4) 



60 A. Neto et al. 

aggregation accordingly). In the case that none of the available SSM aggregation trees 
can support the QoS required by the affected session, MARA tries to re-adjust the 
current resource configuration. If the switching fails (unavailable resources), the  
request is denied. 

In what concerns re-routing detections due to link-failures, the same set of opera-
tions described above is deployed by MARA. Based on the local router LSA, gener-
ated by OSPF upon detecting that the state of a network interface changes (down or 
up), a copy of a RESPONSE(Failure) (RESPONSE message with a failure report) 
must be sent to each ingress router (locally stored in the reservation data base). After 
received the RESPONSE(Failure), MARA locally matches (session state) all flows 
established in the SSM aggregation tree(s) affected by the failure condition to further 
re-route them into another one(s). The sessions can be restored in the previous path 
when the link is up again, if the new path cannot fulfil all requirements. 

4   MARA Performance Evaluation 

The benefits of MARA over MIRA, to setup multi-user sessions in a dynamic envi-
ronment, from the network and the user expectation, are verified by using the Network 
Simulator-2.29 (NS-2.29). The simulation model considers a network topology com-
posed by 14 routers, interconnected by links with different capacities and propagation 
delay randomly generated by BRITE. As suggested in [8], the simulation model sup-
ports one Expedited Forwarding alike CoS (Premium), two Assured Forwarding alike 
CoSs (Gold and Silver), and one Best Effort class. The initialization factor and the 
MRth are respectively 25% and 20%, and the CRth is 50% of the MRth for each one 
of the four CoSs. In order to achieve all functionalities required to accomplish the 
evaluation, the NS-2.29 was extended with the WFQ discipline (for QoS scheduling), 
PIM-SSM (for IP multicast), as well as MIRA and MARA agents accordingly. 

The experiments were repeated 10 times to simulate a large number of multi-user 
UDP sessions (1,000) sent from the same ingress router to different receivers, with 
confidence interval of 95%. The sessions have a lifetime that varies from 20s (short-
live) to 120s (long-live), and have a constant bit rate of 224Kb/s to emulate a scalable 
session with three flows are used by common multimedia CODECs, such as MPEG4 
(flow 1 32Kb/s, flow 2 64Kb/s and flow 3 128Kb/s) [9]. The session requests (estab-
lishing and releasing) take place from the beginning up to the end of the simulation 
(120s), being generated by a Poisson distribution. Furthermore, MARA is configured 
to over-provision SSM trees with a maximum limited number of 6 hops, as justified in 
the following. Our previous study [10] revealed that only 5.4% of all available trees, 
selected in average, comprise a maximum of 5 hops. Moreover, other researches [11], 
[12], attested that 80% of intra-network shortest paths have 4 hops or less. 

The performance evaluation is composed by three experiments, which aims to ex-
amine the impact that MIRA and MARA takes to establish multi-user sessions, and 
re-route them, from the perspective of both network and user. Hence, re-routing con-
ditions are introduced by setting the state of a potential link to down and up at random 
instants. Regarding network perspective, it is examined the signalling load throughout 
the simulation and, in the users perspective, it is studied the throughput in the receiv-
ers. In the first set of tests, the QoS support is provided by DiffServ without the  
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presence of a solution to implement admission control (without MIRA or MARA). In 
the next set of tests, whereas DiffServ provides QoS support, MIRA and MARA  
implement resource allocation and admission control.  

Additionally, background traffic sources are placed in the environment in order to 
achieve data losses by exceeding in 20% the overall link capacity of the new communi-
cation path. For simplification, only the results measured for one receiver that has joined 
a multi-user session (denoted as R1 and M1 respectively) is considered due to the simi-
lar results of all the remaining receivers. The simulation results expose that M1 starts at 
instant 5.84s, and the events for link-down and link-up take place at instant 33.75s and 
74.8s respectively. Moreover, OSPF averages 5.88s to generate a router LSA after de-
tected the link-down event, and 5.11s after detected the link-up event. 

The numeric results reveal that MARA minimizes in 66.35% the signalling load 
taken in MIRA tests. The per-flow basis of MIRA is the reason for the excessive 
signalling load, where the twice re-routing events (when the network interface goes 
down and come up again) has triggered per-flow signalling to restore all affected 
multi-user sessions. Thus, MIRA exchanged approximatelly11.10 times more data for 
RESERVE messages than MARA. 

 

 

Fig. 3. Signalling load of MIRA and MARA tests 

The traced results show a signalling load averaging 448.15KB (MIRA) and 
150.76KB (MARA). The per-flow resource allocation signalling of MIRA is the reason 
for its large signalling load. In contrast, MARA signalling occurs mostly during the 
system initialization phase (73.42KB for RESERVE(I)), being the signalling load during 
the simulation resultant of the dynamic update of over-reservations (17.64KB for 
MARA, while MIRA generates 195.89KB). As a consequence, MIRA also generates 
more RESPONSE messages (102.80KB) than MARA (59.85KB). Furthermore, per-
flow releasing operations (triggered by RESERVE(T) messages, and invoked whenever 
a multi-user session ends) introduce an average of 91.51KB in MIRA  experiments. 
MARA has no RESERVE(T) messages, since the end of multi-user sessions grants the 
associated CoS with surplus resources, instead of releasing them (as occurs with 
MIRA). Hence, MARA minimizes in 66.35% the signalling load of MIRA. 
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Fig. 4. Throughput at mobile user R1 with DiffServ 

 

Fig. 5. Throughput at mobile user R1 with MIRA and MARA 

It can be clearly noted the degradation experienced by M1 in the DiffServ tests, in 
which only during ~24% of the simulation its content is propagated with full rate. In 
the new path (from ~39 seconds up to ~75 seconds), the degradation of M1 is even 
worse due to the congestion caused by background traffics. In the MIRA and MARA 
tests, a lightly variation in the throughput is noted in the new path due to the presence 
of congestion. However, this variation does not endanger the quality of M1, since no 
packet loss is noticed. Thus, MIRA and MARA are perfectly suitable to support mul-
timedia content to groups of users. 

5   Conclusions 

This paper introduces the Multi-user Aggregated Resource Allocation mechanism 
(MARA) to coordinate the over-provisioning of bandwidth and SSM trees to be used 
by multimedia multi-user sessions. The proposed mechanism aims to mitigate the 
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scalability problems of per-flow signalling approaches, such as the MultI-service 
Resource Allocation mechanism (MIRA) previously proposed by the authors. The 
combination of over-provisioning of resources (bandwidth of DiffServ classes and 
SSM trees) with admission control allows MARA to setup a significant number of 
sessions (74.9%) without any signalling in the network. Moreover, the performance 
limitations of IP multicast (state and maintenance signalling) are overcome by using 
multicast aggregation. Finally, waste of resources due to over-reservations is pre-
vented by dynamically re-adjusting resources and controlling session connectivity on-
demand. Simulation results prove the benefits of MARA in relation to MIRA. Al-
though MARA performs all over-reservations in-advance, after the system bootstrap, 
simulation results show that system initialization takes only 0.04s and consumes no 
more than 8% of the link capacity. During the simulation, MARA reduces in 60.33% 
the signalling load in relation to MIRA. In what concerns state overhead, MARA 
reduces the state of the ingress router (the most problematic point) in 67.5% in com-
parison to MIRA, and generate signalling to control SSM trees no longer. The future 
work prompted in this paper consists in providing efforts to evaluate MARA through 
prototyping. Thus, it is expected to examine the accuracy of the benefits of MARA 
described in this paper in real scenarios. 
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Abstract. The availability of multimedia applications suitable for deployment 
using 3G and GPRS networks has led to a requirement for end-to-end quality of 
service. More efficient mechanisms are needed in order to provide the required 
end user quality of service in wireless data networks. This paper investigates the 
performance implications of transmitting real-time multimedia content over a 
multi-homed transport protocol in a manner which is tolerant of network failure. 
It evaluates video quality with different retransmission policies combined with 
various path failure detection thresholds, path bandwidths, delays and loss rate 
conditions through Partial Reliable Stream Control Transmission Protocol (PR-
SCTP). A solution called Evalvid-SCTP, which is a trace driven simulation of 
MPEG-4 video over SCTP, was designed to achieve the performance evaluation.  

Keywords: PR-SCTP, Multi-homing, MPEG-4 Video, Congestion Control  
Algorithm, Network simulation. 

1   Introduction 

In recent years the number of mobile and wireless networks available to devices have 
increased to the extent that there is a near pervasive deployment of networks capable 
of supporting IP communication. The availability of such networks creates significant 
technical opportunities for real time distribution of multimedia content. There are 
technical challenges however, as the networks available to a mobile device can have 
significantly differing performance characteristics in terms of signal propagation and 
bandwidth. In such an environment where the availability and capability of network 
changes dramatically in a short period of time it is logically to employ a seamless 
network migration strategy which can select the most appropriate network type at a 
given point in time. Seamless handover between heterogeneous networks can be 
achieved by using multi-homing technologies [1, 2, 3]. Currently, two multi-homing 
transport protocols have been proposed. They are Stream Control Transmission Pro-
tocol (SCTP) [4] and Datagram Congestion Control Protocol (DCCP) [5]. Especially 
with the SCTP, an extension named mobile SCTP (mSCTP), which facilitates mobil-
ity has been drafted in [2]. DCCP is an unreliable transport protocol with congestion 
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control, SCTP is a reliable transport layer protocol and employs a similar congestion 
control mechanism to TCP, Multi-homing feature of SCTP provides a basis for mobil-
ity support since it allows a mobile node (MN) to add a new IP address, while holding 
the old IP address already assigned to itself. On top of SCTP multi-homing feature, 
mSCTP utilizes ADDIP and DELETEIP functions which enables dynamically adding 
and deleting an IP addresses to and from the list of association end points in the  
middle of association [1].  

The Partial-Reliable SCTP (PR-SCTP) [6] is an unreliable data mode extension of 
SCTP, PR-SCTP allows an SCTP sender to assign different levels of reliability to 
data so that lost data can be retransmitted until a predefined reliability threshold is 
reached. When the reliability threshold is reached for unacknowledged data, the 
sender abandons that retransmission of the data and notifies the receiver (with For-
ward TSNs) to neglect the outstanding data and move the cumulative ACK point for-
ward. The authors of [7] investigated MPEG-4 video transmission by partial reliable 
transmission in SCTP in GPRS network and studied QoS interactions between SCTP, 
RTP and application. This paper investigates the capability of partial-reliability 
scheme defined by PR-SCTP to support the real time distribution of multimedia  
content.  

2   Handover and Retransmission Algorithms in SCTP 

SCTP is designed to tolerate network failure and therefore provides a mechanism to 
detect path failure. The path failure detection time is determined by SCTP parameters 
Path.Max.Retrans (PMR) and Retransmission Timeout (RTO). For an idle destination 
address, the sender periodically sends a heartbeat chunk to that address to detect if it 
is reachable and update the path Round Trip Time (RTT). The heartbeat chunk is sent 
per path RTO plus SCTP parameter HB.interval with jittering of +/- 50% of the path 
RTO. The default value of HB.interval is 30s. RTO is calculated from RTT which is 
measured from non-retransmitted data chunks or heartbeat chunks. For a path with 
data transmission, it can be determined if it is reachable by detecting data chunks and 
their SACKs. When the acknowledgement for a data chunk or for a heartbeat chunk is 
not received within a RTO, the path RTO is doubled and the error counter of that path 
is incremented. For a data chunk timeout, the sender retransmits data chunks through 
the timeout retransmission algorithm. For a heartbeat chunk timeout, the sender sends 
a new heartbeat chunk immediately. When the path error counter exceeds PMR, the 
destination address is marked as inactive and the sender sends a new heartbeat chunk 
immediately to probe the destination address. After this, the sender will continuously 
send heartbeat chunks per RTO to the address but the error counter will not be incre-
mented. When an acknowledgement for an outstanding data chunk or a heartbeat 
chunk sent to the destination address is received, the path error counter is cleared and 
the path is marked as active. If the primary path is marked as inactive, the sender will 
select an alternate path to transmit data. When the primary path becomes active, the 
sender will switch back to the primary path to transmit data. 

The SCTP congestion algorithms [4] are inherited from SACK TCP [8], which in-
clude slow start, congestion avoidance and fast retransmit. In [9], the authors present 
a detailed comparison between the congestion algorithms of SCTP and TCP. SCTP 
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defines two retransmission algorithms: fast retransmission and timeout retransmis-
sion. SCTP sends all lost data chunks first before sending new data chunks to ensure 
that multiple paths are not used in parallel. 

When an SCTP sender discovers a data chunk is lost on the primary path through 
the fast retransmission algorithm, it will enter fast recovery phase. The sender will ad-
just Congestion Window (cwnd) and Slow Start Threshold (ssthresh) of the primary 
path and then fast retransmit the data chunk immediately via a selected path, no mat-
ter what the current congestion window size of that path is. If multiple data chunk 
losses are detected simultaneously, the sender will only send one packet via the fast 
retransmission algorithm. The rest of the lost data chunks will be retransmitted when 
the path cwnd allows. After all the lost chunks have been retransmitted, the sender 
will send new data chunks on the primary path if the primary path cwnd allows. As 
long as the congestion window is not full and the receiver window size (rwnd) main-
tained in the sender is not zero, the sender can continuously send new data. 

According to path selection strategies during retransmissions, three retransmission 
policies have been proposed and investigated in [10]. They are: 

AllRtxAlt. All Retransmissions to an Alternate Path; 
AllRtxSame. All Retransmissions to the Same Path; 
FrSameRtoAlt. Fast Retransmissions to the Same Path, Timeout Retransmissions 

to an Alternate Path. 

The authors of [10] evaluated these three retransmission policies with different ex-
tensions and the default SCTP parameters in various lossy environments. The results 
show that FrSameRtoAlt with the Multiple Fast Retransmission algorithm and the 
Timestamp or the Heartbeat after RTO extension performs best amongst the three 
policies and their respective extensions. AllRtxAlt performs worst because of the stale 
RTO problem [10].  

In [11], the authors studied the performance of different PMR settings with 
FrSameRtoAlt and the Multiple Fast Retransmission extension [10]. The results show 
that PMR=0 can achieve best throughput in various path failure or non-failure situa-
tions. The authors of [12] investigate SCTP’s throughput performance in different 
path scenarios and proposed a change to the protocol’s heartbeat mechanism to im-
prove the performance. The effect of path delay on SCTP performance was studied in 
[13]. [14] indicates that retransmission of all data on the same path with the path fail-
ure detection threshold set to one or zero gives the most stable performance in all path 
configurations. However, all of above researches focus on the performance of “FTP 
over SCTP”.  

This paper investigates real-time multimedia transmission performance of SCTP’s 
retransmission policies with different PMR values, path bandwidths, delays and loss 
rates in various symmetric and asymmetric path conditions. In the simulations, 3G 
and GPRS link parameters are used as the references for network configurations. Al-
though SCTP is designed to provide transport services over connectionless packet 
networks, not merely over IP, this paper assumes the underlying network is IP. In this 
way, the simulation scenarios are IP over 3G and GPRS. For symmetric path condi-
tions, this paper focuses on the situations where a computing node has two 3G  
connections. For asymmetric path conditions, the tests cover different path delay, 
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bandwidth configurations and the situations where a computing node has a hybrid 3G 
or GPRS connection. Uniform loss is used to simulate network congestion.  

The rest of this paper is structured as follows. In Section 3, we propose the solution 
for evaluating quality of MPEG-4 video transmission over SCTP. Section 4 compares 
different retransmission policies with various PMR settings in symmetric and asym-
metric path conditions, and then gives the analysis of the results. The conclusions are 
presented in Section 5. 

3   Evalvid-SCTP 

With the increasing deployment of real-time applications over 3G and GPRS net-
works, end-to-end delay and packet loss are vital QoS requirements for these applica-
tions. In order to investigate the behavior and quality of such applications under 
heavy network load, it is therefore necessary to create genuine traffic patterns, both at 
network/transport layer and application. To setup true multimedia test networks is ex-
pensive and offer little flexibility. Instead network simulations using tools like the 
NS-2 [15] enable building customized effective networks at a low cost at their testing 
in details. 

In recent years, many papers have studied multimedia delivery through simula-
tions. In [16], MPEG-4 trace files are used to calibrate a Transform Expand Sample 
(TES) mathematical model, and rate adaptation is incorporated by adjusting the frame 
size output by a scalar (from rate-distortion curve). The simulation model however 
has no on-line rate controller, and since the traffic is synthetic, perceived quality can-
not be investigated. H.263 video trace files are used in [17], and the sending rate is 
controlled by DCCP TCP-like. In [18] models are derived for pre-recorded media 
streaming over TFRC and compared to simulations. The models focus on the impact 
of the TFRC rate changes to the probability of rebuffering events, i.e. events where 
the receive buffer is emptied. Authors of [19] proposed a tool-set called Evalvid-RA 
to support rate adaptive MPEG-4 VBR video simulation. Evalvid tools-set [20] is an 
open-source project, and supports trace file generation of MPEG-4 as well as H.263 
and H.264 video. Using Evalvid together with the NS-2 interface code suggested by 
C.-H. Ke [21], perceived quality and objective measure like Peak Signal-to-Noise  
Ratio (PSNR) calculation can be obtained after network simulation. 

The quality of a video transmission depends on the impression a human observer 
receives of the delivered video. The subjective video quality test results are expressed 
by means of e.g. the mean opinion score (MOS) as defined by the ITU. The MOS is a 
scale from 5 (excellent) to 1 (bad). In contrast, objective video quality metrics are cal-
culated by computers. Basically, these can be divided into pixel-based metrics, like 
SNR or PSNR, and psycho-visual metrics. 

Based on related work, we designed Evalvid-SCTP, a solution for MPEG-4 video 
investigation over SCTP in NS-2, it is based on modifications to Evalvid and Dela-
ware University's SCTP module [22] for NS-2 [15], and then Evalvid is integrated 
into SCTP. 

 



68 C. Xu et al. 

RAW video

*.YUV

mpeg4encoder

Encoding a YUV sequence into 
MPEG-4  video format

MPEG-4 video

MP4

st

Video trace
file

R1,2

SCTP
TrafficTrace

sd_be rd_be

Packet ID
Packet size
Sending time

Pre-process

Packet ID
Packet size
Receiving time

Ns-2 simulation (SCTP)

etmpeg4decoder

Frame size memory 
(RAM)

R1,1

Node S
Sender

Enhanced 
SCTPAgent 

IPA

IPB

R2,1 R2,2

Node R
Receiver

Enhanced 
SCTPAgent 

IPX

IPY

PSNR Post-process

Primary Path

Secondary 
Path

Multi-homing

Reconstructed 
MPEG-4 video

Reconstructed RAW 
video (*.YUV)

Peak Signal-to-Noise 
Ratio

 

Fig. 1. The pre-process, NS-2 simulation and post-process of the Evalvid-SCTP framework 

Table 1. The Evalvid-SCTP Tools Overview: Pre-process, NS-2 simulation, Post-process 

Tool Purpose 
mpeg4encoder.exe Pre-process: Encode video file into MPEG-4 video 

mp4.exe Pre-process: Create frame size trace file of encoded file from previous 
step 

SCTPTrafficeTrace Ns-2 simulation: A extended Agent which send data to the enhanced 
SctpAgent following the trace file from previous step 

Enhanced SctpAgent Ns-2 simulation: Modified sctp.h and sctp.cc in where sender trace file 
is written, including sending time, packet type, id, size, and receiver 
trace file is written, including receiving time and packet type, id, size. 

et.exe Post-process: From Evalvid to reconstruct video after transmission.  

fixyuv.exe Post-process: Inserts missing frames due to drop or late arrival so that 
sent and received video has the equal number of frames 

psnr.exe Post-process: calculate the PSNR 

mos.exe Post-process: Map MOS values from PSNR 
 
 

Evalvid-SCTP enables simulation of multimedia transfer based on the generation 
of MPEG-4 video trace files. The trace files consist of real compressed video charac-
teristics including frame number, frame type, size, fragmentation into segments and 
timing for each video frame. These characteristics can be utilized to construct mathe-
matical traffic models and traffic generators for network simulators since they  
determine the packet sizes and time schedules. The simulation utilises pre-generated 
media trace files. While running SCTP, NS-2 records packet throughput at each node 
including the receiver. Using this information and the original compressed video file, 
Evalvid-SCTP reconstructs the video as if it were received on a real network. This  
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reconstruction enables the video to be inspected visually as well as allowing for the 
calculation of PSNR and Mean Opinion Score (MOS) for the transferred video. 

As figure 1 shows, the framework of Evalvid-SCTP has three stages namely: pre-
process, NS-2 simulation and post-process. In pre-process, the original YUV format 
video is compressed into MPEG-4 format video, then video trace file is generated 
which includes information about each frame (I-frame, P-frame, B-frame) in the 
video. In the NS-2 simulation, the Agent SCTPTrafficeTrace sends data to SCTP 
network following video trace file, the enhanced SCTPAgent records the sender trace 
file including sending time, packet type, packet id, size. It also records the receiver 
trace file including receiving time, packet type, packet id and size. In the post-process 
phase, the video is reconstructed and converted in to raw video (YUV), the video 
quality evaluation is given by the calculation of PSNR. Table 1 lists some primary 
tools used by Evalvid-SCTP.  

4   Simulation-Based Assessment 

4.1   Simulation Setup 

The simulations in this section consider different network path conditions. The simu-
lation topology is shown in Figure 2 and includes node S and node R which are the 
SCTP sender and receiver respectively. Both SCTP endpoints have two addresses. 
R1,1, R1,2, R2,1 and R2,2 are routers. The implementation is configured with no overlap 
between the two paths. The Maximum Transmission Unit (MTU) of each path is 
1500B. The queue length of bottleneck links in both paths is 50 packets. The queue 
length of other links is set to 1000 packets.  

The SCTP parameters are the default ones [4]. The initial slow start threshold is set 
large enough to ensure that the full primary path bandwidth is used. SCTP is set as 
PR-SCTP, the default reliability level of PR-SCTP is set to 1. Only one SCTP stream 
is used and the data is delivered to the upper layer in order. For simulations with an 
infinite receive buffer, the receiver window (rwnd) is set to 100 MB as this size is lar-
ger than the data size transmitted by the sender. Network congestion is simulated by 
varying the path loss rate (2%, 4% and 8%).  

 

Fig. 2. Simulation network topology 



70 C. Xu et al. 

A YUV video sequence is used with a QCIF format (resolution 176x144 pixels) 
and 2000 frames. After pre-processing in Evalvid-SCTP, a MPEG-4 video trace file is 
produced. In NS-2 node S sends data from this video trace file at 30 frames/sec to 
node R at t=5 sec. 10 random seeds are used for simulation and testing results are cal-
culated by averaging the results of 10 runs. 

4.2   Symmetric Path Bandwidth and Path Loss Rate 

This section studies the performance of retransmission policies and PMR settings in 
symmetric path conditions. A computing node has two 3G connections and an infinite 
buffer. The bandwidth of both bottleneck links is set as 384kbps. The delays on the 
primary and secondary path are 250ms, and the paths loss rates are set to 2%, 4% and 
8%. Aggressive (PMR=0) and less aggressive (PMR=1) failover settings are set re-
spectively. The results for PMR=2, 3, 4, 5 are not shown in this paper. One reason for 
this omission is that the path failure detection time is long, such as for PMR=5, it  
means that SCTP needs 6 consecutive transmission timeouts to detect path failure. 
RTO will be doubled for each transmission timeout and ranges between the SCTP pa-
rameters RTO.Min and RTO.Max. The default values for RTO.Min and RTO.Max are 
1s and 60s respectively. If RTO is 1s (RTO.Min) in the case of a path failure, the 
minimum time for detecting path failure is 1+2+4+8+16+32=63s. However, the initial 
RTO could be 60s (RTO.Max). Therefore, the maximum path failure detection time is 
6*60=360s! Another reason is that the data transmission time for PMR>0 is similar.  

Table 2 and 3 show the comparison results of average PSNR (dB) values and the 
numbers of different lost frames (I-frame/P-frame/B-frame) after transmission, which 
 

Table 2. Post-processing results (PMR=0) 

 Path loss rate =2% Path loss rate =4% Path loss rate =8% 

 
Average 
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

Average 
PSNR 
 (dB) 

Frames  
dropped  
(I/P/B) 

Average 
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

AllRtxSame 35.20 8/17/49 33.02 42/85/252 26.60 115/229/686 

AllRtxAlt 35.39 6/11/32 33.39 34/69/204 27.17 108/216/647 

FrSameRtoAlt 35.20 8/17/49 33.02 42/85/252 25.82 122/243/728 

Table 3. Post-processing results (PMR=1) 

 Path loss rate=2% Path loss rate =4% Path loss rate =8% 

 
Average 
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

Average 
PSNR 
(dB) 

Frames  
dropped  
(I/P/B) 

Average 
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

AllRtxSame 35.06 11/21/62 33.02 42/85/252 26.60 118/235/705 

AllRtxAlt 34.55 19/37/110 31.08 70/139/416 25.05 128/256/766 

FrSameRtoAlt 34.94 13/25/74 33.42 35/69/206 25.59 125/250/749 
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(b)   PMR=1 

Fig. 3. PSNR (dB) for symmetric paths (primary path: 384kbps & 250ms; secondary path: 
384kbps & 250ms; paths loss rate change with 2% , 4%, 8%) 

employed different retransmission policies: AllRtxSame, AllRtxAlt and FrSameRtoAlt 
with PMR 0 and 1 respectively. Figure 3 shows the corresponding PSNR values 
frame-by-frame (only the last 1500 frames are shown). As the tables and figure illus-
trate, with the increasing path loss rate PSNR decreases and the numbers of lost 
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frames increase in all cases. However, in most cases, setting PMR=0 performs better 
than setting PMR=1. Retransmission of all data on an alternate path with PMR=0 per-
forms best; however, its performance degrades with PMR=1. Retransmission of all 
data on the same path with the PMR set to zero or one performs in a more stable  
manner than other configurations. 

4.3   Asymmetric Path Bandwidth and Path Loss Rate 

This section studies the performance of retransmission policies and PMR settings in 
asymmetric path conditions. A computing node has a hybrid of 3G or GPRS connec- 
tions and an infinite buffer. The primary path bandwidth is 384kbps and the secondary 
path bandwidth is 36kbps. The delay on the primary path is 250ms, the delay of sec-
ondary path is 500ms, and the loss rates of both paths are set to 2%, 4% and 8%. 
Other settings are the same as for previous tests. Table 4 and 5 illustrate the compari-
son results for average PSNR (dB) values as well as lost frames (I-frame/P-frame/B-
frame), for different retransmission policies: AllRtxSame, AllRtxAlt and FrSameRtoAlt 
with PMR 0, 1 respectively. Figure 4 shows the corresponding PSNR values frame-
by-frame (only the last 1500 frames are shown). As the table and figure show, with 
the increasing of path loss rate the PSNR decreases and the number of slipped frames 
increase in all the cases. The total average video quality degrades compared with 
symmetric path conditions. In most cases however, PMR=1 performs better than 
PMR=0. Retransmission of all data on an alternate path performs worst. Retransmis-
sion of all data on the same path with the PMR set to zero or one performs in a more 
stable manner than other configurations. 

Table 4. Post-processing results (PMR=0) 

 Path loss rate =2% Path loss rate =4% Path loss rate =8% 

 

Average 
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

Average
PSNR 
(dB) 

Frames  
dropped  
(I/P/B) 

Average
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

AllRtxSame 34.06 23/45/136 32.96 44/87/262 24.72 131/262/785 

AllRtxAlt 33.83 25/49/217 32.69 46/91/274 24.66 137/275/822 

FrSameRtoAlt 34.06 23/45/136 32.69 46/91/274 24.72 133/266/796 

Table 5. Post-processing results (PMR=1) 

 Path loss rate=2% Path loss rate =4% Path loss rate =8% 

 

Average 
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

Average
PSNR 
(dB) 

Frames  
dropped  
(I/P/B) 

Average
PSNR 
(dB) 

Frames 
dropped 
(I/P/B) 

AllRtxSame 35.06 11/21/62 33.02 42/85/252 26.60 115/229/686 

AllRtxAlt 33.83 25/49/148 32.96 44/87/262 24.90 129/257/770 

FrSameRtoAlt 34.58 18/35/105 32.88 44/89/264 26.08 119/239/714 
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Fig. 4. PSNR (dB) for asymmetric paths (primary path: 384kbps & 250ms; secondary path: 
36kbps & 500ms; paths loss rate change with 2%, 4%, 8%) 
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4.4   Analysis of the Results 

The test results illustrate that in most cases, aggressive failover setting (PMR=0) per-
forms better than less aggressive failover setting (PMR=1) regardless of the path loss 
rates in symmetric path conditions. As we know, the underlying advantage of aggres-
sive failover is that handover occurs with less time blocked during failure detection. 
With PMR=0, a single timeout migrate new data transmission to the alternate path 
quickly while the primary destination is probed with heartbeats. Though aggressive 
failover setting could increases the possibility of spurious failover where a small 
number of lost packets is interpreted to mean that the destination address is no longer 
reachable and sender mistakenly concludes a failure has occurred, however the alter-
nate path has the same good path conditions with the primary path, which avoids 
negative impact by unnecessary failovers. So this scenario of symmetric paths with 
PMR=0 is actually a concurrent multi-path transmission, then it achieves better  
performance. 

However, the investigation revealed that when a bandwidth asymmetry did exist, 
setting PMR=0 was not good advice. Less aggressive failover setting (PMR=1) gener-
ally outperforms aggressive failover setting (PMR=0) in asymmetric path conditions. 
As the secondary path conditions are worse than primary path with less bandwidth 
and larger delay. In this scenario, as it is discussed in [12], there is a substantial ad-
vantage to sticking with the higher speed primary path, despite the fact that it is not 
functioning, and waiting for it to be restored, rather than switching over to the lower 
speed alternate path. The reason for this is that when SCTP stays with the primary 
path, it will more quickly discover when the path is again functional (by retransmit-
ting user data using exponential back-off) than if it fails over to the alternate and re-
lies upon the slower heartbeat (HB) mechanism to probe for the primary’s recovery. 
So with PMR=1, the worse secondary path is seldom used, which achieves better  
performance than that of PMR setting to 0. 

The results show that all retransmissions to an alternate path with PMR=0 performs 
best in symmetric path conditions and degrades seriously in asymmetric path condi-
tions. For AllRtxAlt, the lost data will be retransmitted on the secondary path, even for 
PMR=0. Therefore, the performance will be degraded when the secondary path condi-
tions are significantly worse than the primary path conditions. For PMR>0, AllRtxAlt 
performs worst because the stale RTO problem as indicated in [10] and can be ex-
plained as follows. A retransmission timeout on the alternate path will double the 
RTO, whereas a successful retransmission will not refresh the RTO which can only be 
updated by the heartbeat chunks. Consequently, the RTO on the alternate path is usu-
ally a large value which causes the data loss detection time to become very long and 
degrades the performance. However, SCTP can avoid the stale RTO problem with 
PMR=0. Every time a packet is lost, the destination address is marked as inactive. The 
sender will transmit a heartbeat chunk to the inactive destination address immediately, 
which can get a new measurement for the path RTT and RTO. The Heart-
beatAfterRTO extension proposed in [10] can be achieved automatically through 
PMR=0. AllRtxAlt retransmits all lost data on an alternate path. In the fast retransmit 
phase, the lost data are retransmitted immediately irrespective of the current path 
cwnd. This is actually a concurrent multipath transmission. Therefore, AllRtxAlt with 
PMR=0 in symmetric path conditions gives the best performance. 
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5   Conclusions  

This paper proposed a solution called Evalvid-SCTP to analyse the performance of 
real-time multimedia transmission over multi-homing transport protocols utilizing 
network failure tolerant mechanisms. In particular, we focus on the extension of 
SCTP, Partial Reliable Stream Control Transmission Protocol (PR-SCTP). The three 
PR-SCTP retransmission policies: AllRtxSame, AllRtxAlt and FrSameRtoAlt were 
evaluated using a number of path failure detection threshold values in various sym-
metric and asymmetric path conditions through SCTP simulations. Uniform loss is 
used to simulate network congestion. The results indicate that an aggressive failover 
setting (PMR=0) performs better in symmetric path conditions, however a less ag-
gressive failover strategy (PMR=1) performs better in asymmetric path conditions. 
Retransmission of all video on an alternate path with PMR=0 performs best in sym-
metric path conditions but with PMR=1 performs worst among all retransmission 
policies and PMR settings. Retransmission of all video on the same path with the path 
failure detection threshold set to zero or one is recommended since it gives the most 
stable performance in all path situations. 
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Abstract. A p2p streaming system must be able to exploit the locality informa-
tion between peers, in order to deliver a stream quickly to all peers with high 
level of bandwidth utilization. In this paper we propose a locality aware and 
balanced overlay for p2p live streaming which can adapt to the dynamic behav-
ior of the participating peers and the underlying network. Our overlay is created 
and maintained through the use of two algorithms, called the placement and the 
swapping algorithm that we consider as the major contributions in this paper. 
These are responsible for the insertion of a node and the dynamic and distrib-
uted optimization of the overlay in order to reflect the underlying network. The 
proposed overlay is evaluated through extensive simulations that show that the 
bandwidth utilization of the peers and the set-up time are significantly improved 
through locality between peers. 

Keywords: P2P live streaming, DHT, locality aware overlay. 

1   Introduction 

P2P streaming is a real time application with strict delivery time constraints and very 
demanding in terms of the aggregate bandwidth required for the delivery of the stream 
to the participating peers. In general, a server generates a video stream at a given ser-
vice rate which is then divided into blocks followed by their delivery to a small subset 
among the participating peers. As a final step, all peers exchange these blocks in order 
to reproduce the whole video stream. 

Peers involved in these systems, may have heterogeneous upload bandwidth capa-
bilities while the average upload bandwidth capability of the participating peers  
constrains the maximum service rate of the video stream that can be delivered suc-
cessfully to all peers [12]. An efficient P2P streaming system must be able to deliver a 
video stream with service rate as close as possible to the average upload capability of 
the participating peers with the smallest possible delay, called setup time. With the 
term setup time we define the time interval between the generation of a block from 
the origin server and its distribution to every peer in the system. 

Several approaches that have been recently proposed for creating P2P streaming 
systems may fall into two categories.  
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The first is based on a formation of forests of trees whereby each node is a leaf in 
every tree but one. Blocks are assigned equiprobably into a number of stripes equal to 
the number of the formed trees. Each tree distributes (pushes) one stripe by propagat-
ing each one of its blocks from parent to its children. In this category blocks are 
pushed according to the overlay topology. SplitStream [4] is a distributed implemen-
tation of this approach that is based on a locality aware DHT called Pastry [10]. Split-
Stream and systems alike have the advantage of being topologically aware (trees are 
formed according to the network distance between nodes) leading to small setup time 
as the propagation of a block from the root of the tree to the leaf nodes is done 
through nodes which are physically close in the underlying network. However these 
systems suffer from two main drawbacks: a) they don’t take into account the hetero-
geneous upload capacities of the peers [17], and b) they can’t cope up with the  
dynamic behavior of the participating peers as well as the underlying network as ob-
served in commercial P2P streaming systems [18],. When a peer leaves the overlay, 
the path between it and its descendants is broken resulting in idle descendants during 
the reconstruction phase of the tree. 

The second category described in [2],[12],[15]. Each node maintains connections 
with a relatively small number of nodes which are considered as its neighbors in the 
overlay. The overlay is constructed randomly or according to the upload capacities of 
the nodes that participate in it. Blocks that are generated by a server have playback 
deadlines. Each peer exchanges and maintains a number of lists (buffers), one per 
neighbor. Each one of these buffers contains those blocks of its neighbor that their 
playback deadline has not expired yet. To this end, a peer is capable at any time  
of making a decision about which block should be transmitted to which neighbor. 
This decision process is implemented by a scheduler running in every node. The char-
acteristic of these systems is that the block transmissions are agnostic to the overlay  
topology. 

Due to their architecture the main advantage of them is their flexibility which al-
lows them to take advantage of the heterogeneity of the participating peers and deal 
with the dynamic behavior of the system leading to higher levels of bandwidth utiliza-
tion. However, these systems can’t exploit the network proximity among the peers 
that exchange blocks. This means that the time required for a block to be transferred 
from one node to another and hence the required time for all nodes to acquire the 
block (setup-time) could reduced if the overlay exploits the locality between peers. 
Another drawback of overlays agnostic to locality is that buffer exchanges between 
neighbors performed with high network latency. This effect leads duplicate block 
transmissions and so to wasted upload bandwidth. 

The primary contribution of this paper is the creation of an overlay where each 
node discovers and exchanges blocks with the nodes physically close to it in the un-
derlying network. The physical network distance is captured by means of a novel, 
locality aware structured P2P graph which is reconfigured dynamically according to 
the latencies between nodes in the underlying network. This overlay can approxi-
mately be seen as a self-organized d-dimensional grid where the position of each node 
in the overlay reflects its position in the underlying physical network. There are two 
algorithms that every node runs. The first is the placement algorithm that each node 
runs only once when it enters the system and is responsible for finding a suitable 
neighborhood of the overlay for this node. The second one, called the swapping  
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algorithm, aims at the distributed and dynamic optimization of the neighborhoods in 
order to reflect the underlying network. 

The rest of this paper is organized as follows. In section 2 we present our proposed 
overlay and we describe in detail the placement and the swapping algorithm in  
Section 3 we describe briefly the scheduler that we use in order to evaluate our over-
lay and in Section 4 we evaluate its performance. At last in section 5 we conclude and 
we point our future work. 

2   The Proposed System 

2.1   Locality Aware P2P Overlay Architecture 

For creating a locality aware P2P overlay where each node has as neighbors the nodes 
in the underlying network that are physically close to it, we have used structured P2P 
overlay, in particular we have use the neighbor table maintenance mechanism from 
CAN [1], CAN is a distributed self-organized overlay, which intuitively approximates 
a d-dimensional grid. In CAN each node holds a random portion of a d-dimensional 
space. It offers three major advantages that explain our architectural decision to use it 
as a substrate for our streaming system. The first is that is guarantees that each node 
will have at least 2*d incoming neighbors and so at least 2*d nodes will provide 
blocks to it. The second is the balanced properties of the overlay (are demonstrated in 
the evaluation section) that means that there are no nodes with a large number of out-
going neighbors and so as we will see later that feature reduces the control overhead 
of live streaming. The third and most important feature of this overlay is that between 
any two nodes there are at least 2*d paths where in each one a different set of nodes 
participates. Given this attribute and by the creation of the appropriate scheduler no 
point of the graph is a bottleneck in live streaming. At last offers a mechanism to for-
mulate our distributed optimization algorithm as we will analyze in section C. 

In contrast, locality aware DHTs proposed so far, lead to overlays where nodes 
have highly unbalanced number of neighbors [8] and so are unsuitable to be used as 
overlays in P2P streaming. 

In order to reflect the underlying network in the d-dimensional space of CAN, thus 
capturing locality, we have developed two algorithms. The first, influenced from [16], 
is called placement algorithm. This is responsible for navigating and placing each 
node that enters our system next to its closest node in the physical network. The sec-
ond called swapping, is responsible for the distributed and dynamic optimization of 
the overlay according to the network latencies between nodes. These two algorithms 
constitute the extension of the original CAN leading to a locality aware overlay called 
L-CAN. 

2.2   The Placement Algorithm 

The placement algorithm is a distributed algorithm responsible for finding a suitable 
neighborhood for each node which enters the system. Its high accuracy is not a critical 
issue, because we do not rely entirely on this algorithm to provide an optimal place-
ment of the nodes (neighbors that are also physically close to each other) in the  
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L-CAN. This is the job of our swapping algorithm that is responsible for an optimal 
dynamic and stable solution. 

Each node, already part of the overlay, must be capable of navigating each new 
node closer to its final position. To do so, each node i in the L-CAN must maintain 
some kind of information about the structure of the overlay. The first source of infor-
mation comes from the neighbors of i as through the exchange of control messages 
with them, node i can get an estimate of the corresponding STTs. In addition to com-
municating with its neighbors, each node communicates with a number of nodes  
Ri uniformly spread in all d dimensions of L-CAN (Figure 1). We call these nodes 
ring nodes. 

 

Fig. 1. Node X0 is already placed in a two dimensional CAN. Its neighbors are nodes {X1.1, 
X1,2, X2.1, X2.2} and communicates with one additional node in each dimension (Ri=1), 
namely, its ring nodes {R1,R2}. 

Every node N, which is already placed in L-CAN, has a structure (called topol-
ogy_list(N) ) that holds the values of the estimated STTs with its neighbors and its 
ring nodes. Methods and algorithms which provide STT estimates through many RTT 
measurements are described analytically in [21]. 

When a node X is to be inserted in our system it makes use of two lists. The first 
one, called closer_list, contains those nodes which our placement algorithm has 
found upon completion of an iteration to be closer to node X up to a maximum num-
ber closer_num. The second one, called check_list, is used and updated at 
every step of the placement algorithm in order to infer from the topology_list of 
those nodes in the check_list additional nodes that happen to be close to X. The 
maximum size of check_list is set to check_num. (Figure 2). 

In order to bootstrap the placement algorithm, the new node X randomly selects a 
node N already in the L-CAN and places it in both lists. Then, the new node performs 
the following iterative steps until its closer_list remains the same for a number 
of stop_check steps. 

For each node Ni in X’s check_list the new node X takes a pre-defined number 
of nodes (cl_num) from Ni’s topology_list which are potentially closer to X. 
This is done by calculating the absolute difference between the STT from Ni to X and 
the STT from Ni to the node which was present in Ni’s topology list 16. Then X probes 
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these cl_num*check_num nodes and if it finds that some of these nodes are closer to 
X than those in its closer_list, it substitutes those nodes in the closer_list 
with the new nodes with smaller STTs. Finally, check_list is assigned the contents 
of the closer_list and the process is repeated until convergence. 

When the algorithm terminates, the first node in the closer_list is the nearest 
to X in the physical network. The pre-defined numbers closer_num, check_num, 
cl_num and stop_check define the trade-off between accuracy and speed of con-
vergence of our placement algorithm. 

 

Fig. 2. At each step 4 actions are performed. The data structures which the new node X main-
tains during its entry in the DHT. Ni denotes the nodes which X asks at each step. 

After the discovery of the physically closest node to X, node K, X sends to K a 
request for insertion. At this point we face another challenge: to create a balanced 
overlay, namely, the number of neighbors of every node must be similar in size. To 
this end, X checks whether a neighbor of K has a zone bigger than K’s zone. If such a 
neighbor exists then the new node will be inserted in the overlay between K and the 
neighbor of K with the bigger zone, otherwise, it will be inserted in the zone of K. By 
doing this we still ensure that  nodes K and X will also be neighbors in L-CAN, while 
we avoid the possibility of a node having a relatively big zone compared with another 
one close to it. In this way the requirement for a balanced overlay in terms of the size 
of neighbors is guaranteed. 
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2.3   The Swapping Algorithm 

The swapping algorithm, aims at keeping L-CAN dynamically updated and optimized 
with respect to locality as opposed to the placement algorithm which is responsible 
for maintaining a balanced overlay during initial node insertion.  

Two events may trigger the need for such a reconfiguration: a) the arrival or depar-
ture of a node, and b) any change in network conditions. Both events result in new 
STT values maintained by L-CAN, which, in turn, invokes the swapping algorithm to 
rearrange the “neighborhoods” in L-CAN. 

The L-CAN swapping algorithm is based on a function, we call energy function, 
denoted as E(i,j), where i is a node in L-CAN and j is the zone that this node occupies, 
iא ܰ ܽ݊݀ ݆ א ܼ where N,Z the sets of the nodes and the zones in L-CAN respectively. 
Additionally each zone j in L-CAN is adjacent with a set of zones noted as Zneigh(j) 
and the nodes that hold these zones defined as Neigh(i). Accordingly, the energy 
function of a node i that holds a zone j is defined as: ܧሺ݅, ݆ሻ ൌ ∑ ሾܵݐݐሺ௞ୀ|ே௘௜௚௛ሺ௜ሻ|௞ୀଵ ݅, ݇ሻ | ݇ א ሼ݄ܰ݁݅݃ሺ݅ሻሽሿ                           (1) 

This small subset Neigh(i) of N is the nodes that i uses in order to exchange blocks. If 
we assume that links between neighbors are used with equal probability in streaming 
the performance of the streaming application is based on the metric: Eୟ୪୪ ൌ ∑ ሾEሺi, jሻ |׊i1 ് i2 ՜ j1 ് j2୧א୒ ]                                   (2) 

If we minimize Eall the overlay would minimize the average latency and consequently 
it would also minimize the average probability for duplicates The algorithmic com-
plexity of such problem is O(|N|!) provided that we apply an exhaustive search of all 
possible combinations among  all nodes and zones of L-CAN. To this end, there is a 
need for a distributed algorithm that will minimize Eall or at least it will converge in a 
good sub-optimal value for Eall. So we propose an algorithm that dynamically rear-
ranges “neighborhoods” in L-CAN. Accordingly our swapping algorithm starts from a 
node that we called as the initiator. In a swapping process the nodes that participate is 
the initiator and all of its neighbors. The goal of our swapping algorithm is an optimal 
assignment between these nodes and their zones that we denote with the set Nswap 
and Zswap respectively. As optimal assignment we define the assignment that results 
in the minimum sum of energy of the participating nodes in the swapping process. In 
order to reduce the complexity of such an assignment that is O(|Nswap|!) we formu-
late this process as a linear integer programming problem that solved with a polyno-
mial complexity. In the rest of this section we describe this formulation in detail. 

More specifically, Figure 3 illustrates an example of swapping among 5 neighbor-
ing nodes, Nswap={x0,x1,x2,x3,x4} that occupy zones Zswap ={p0,p1,p2,p3,p4}  
respectively, in a 2-dimensional L-CAN. x0 is considered the initiator of a swapping 
process.  

Initially, nodes x0-x4 exchange with each other the set of their own neighbors. For 
instance, node X1 and X3 exchange Neigh(x1) = {a1,a7,a8,x0}, and Neigh(x3) = 
{a3,a4,a5,x0}, respectively. After all nodes that belong to Nswap have been notified 
of all these neighbor sets in each position, each one measures its STT in the nodes that 
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Fig. 3. A two-dimensional CAN where nodes {X0, X1, X2, X3, X4} perform a concurrent 
swapping, where X0 is the initiator 

presented in every set Neigh(i) where iאNswap and send the measurements to the 
initiator as this is the node that carries out the execution of the swapping algorithm. 
Now the initiator is capable of calculating the optimal assignment between nodes 
Nswap and positions Zswap. In order to formalize the swapping process we note now 
as Zneigh(i) the set of nodes that are adjacent with a zone i and do not participate in 
the swapping process (Ex. Zneigh(P2) ={a1,a2,a3}).For the calculation of energy in 
every zone except the central one (P0 in our example) we use the set Zneigh this set 
excludes the node that will be moved to the central position as it is unknown yet. For 
instance, the energy of x1 to position P2 is calculated for the needs of the swapping 
as: 

E(x1,p2)=Stt(x1,a1)+Stt(x1,a2)+Stt(x1,a3)                              (3) 

The problem with (3) is that we do not know which of the x0, x2, x3, and x4 
moves to the central position P0. Four outcomes are possible, but we will describe 
later how we tackle this problem. 

The case where a node moves to the central position P0, is simpler as each node of 
the calculation of its energy uses the set Nswap that participate in the swapping proc-
ess except itself. That’s because as we observe from the Figure 3 if this node moved 
to the central position will have as its neighbors these nodes. Again, if X1 moves to 
P0 its energy function becomes: 

E(x1,p0)=Stt(x1,x0)+Stt(x1,x2)+Stt(x1,x3)+Stt(x1,x4)                        (4) 

We are now able to determine the energy of each node in a more abstractive way in 
order to formulate the swapping algorithm. In order to find the optimal assignment of 
the nodesא אand their zones ݌ܽݓݏܰ  we have to calculate the energy of each ݌ܽݓݏܼ
node in each potential position. 

So for the zone of the initiator, noted as position 0, the node i that will be swapped 
there will have energy: ܧሺ݅, 0ሻ ൌ ∑ ሾܵݐݐሺ݅, ݆ሻ| ݆ א ,݌ܽݓݏܰ ݅ ് ݆ሿ௝ୀ|ே௦௪௔௣|ିଵ௝ୀଵ                      (5) 



84 N. Efthymiopoulos et al. 

 

For the other zones kא{Zswap-0} the energy of the potential node i that will be 
swapped there is: 
,ሺ݅ܧ  ݇ሻ ൌ ,ሺ݅ݐݐܵ ݆0ሻ ൅ ∑ ሾܵݐݐሺ݅, ݆ሻ| ݆ א ܼ݄݊݁݅݃ሺ݇ሻ௝ୀ|௓௡௘௜௚௛|௝ୀଵ ]            (6) 
 

With j0 we note the node that will be swapped to the central position after the 
swapping process. As we observe the first term of this equation ܵݐݐሺ݅, ݆0ሻ is inde-
pendent from the position k and it depends only in the node that will take the position 
of the initiator that noted position 0. If we examine these factors we will observe that 
there will be |Nswap|-1 of them and each one expresses the Stt between the node that 
will placed in zone 0 and each node except it that belongs to Nswap. If now we ob-
serve E(i,0) we will find that it is equal with the sum of these factors as we observe 
from the equation 5. After this observation we have prove that by the selection of a 
node for the central position we determine a factor: 
,Ԣሺ݅ܧ  0ሻ ൌ 2 כ ,ሺ݅ܧ 0ሻ                                             (7) 
 

While the selection of a node for the other positions k determines a factor: 
,Ԣሺ݅ܧ  ݇ሻ ൌ ∑ ሾܵݐݐሺ݅, ݆ሻ|݆ א ܼ݄݊݁݅݃ሺ݇ሻ௝ୀ|௓௡௘௜௚௛|௝ୀଵ ሿ                       (8) 
 

After these calculations in order to perform the swapping process we want to 
minimize: 

 ∑ ∑ ܽሺ݅, ݆|௓௦௪௔௣|௝|ே௦௪௔௣|௜ ሻ כ ,ᇱሺ݅ܧ ݆ሻ                                   (9) 
 
Where a(i,j)א ሼ0,1ሽ and for each node i and each position j holds that: 
 ∑ ܽሺ݅, ݆ሻ ൌ 1௝ୀ|௓௦௪௔௣|௝ୀଵ  and ∑ ܽሺ݅, ݆ሻ ൌ 1௜ୀ|ே௦௪௔௣|௜ୀଵ                         (10) 
 

These are the constraints of the problem and intuitively express that each node will 
be placed in exactly one position and also in each position j will be placed exactly one 
node. As the nodes and the positions are equal this is an integer linear programming 
problem always feasible. After its solution for each a(i.j)=1 node i will be placed in 
position j. If it will moved in the central position t will take as neighbors the set 
{Nswap–i} and in the other positions j the set Zneigh(j) and the node that will move 
to the central position. This is a well know problem of linear programming and we 
refer to [20] for its solution. 

There is an analytical proof that our algorithm converges but due to the restricted 
space we just describe that each time that the algorithm is executed to a neighborhood 
the energy of this neighborhood is reduced and so the total energy of the system. As a 
result of this property and the fact that the total energy is a positive number the whole 
system will converge to an assignment between nodes and positions will the low  
total energy and as we observe for our simulations it converges to a very attractive  
suboptimal. 
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3   P2P Live Streaming Systems 

Without loss of generality we assume that in a P2P streaming system there is a boot-
strap node which is used for the entrance of the nodes in the system while it acts as a 
source for providing the video stream. Furthermore, the video stream is divided into 
blocks. The block size depends on the service rate, say µ (measured in bps that the 
video playback requires), and the number of blocks in which the bootstrap node di-
vides one second of video. We define this number as Nb blocks/sec representing also 
the frequency of new blocks generated by the source. So each block is generated 
every 1/Nb seconds at the bootstrap node, with a size equal to Lb=µ/Nb bits. 

Every block is also associated with a time stamp indicating the time of its genera-
tion. All peers reproduce (play) the video with a delay called set-up time which we 
denote it as ts. As mentioned previously, setup time is the time that elapses from the 
generation of a block at the source until its distribution (propagation) to every node in 
the P2P system. Accordingly, at every time instant every peer plays the block that was 
generated ts times before in the origin server, provided of course that this block has 
eventually reached its destination. 

 

Fig. 4. Snapshot of a buffer in a node with the states of the blocks 

During this setup time a number of blocks have been generated, equal to Nb*ts, the 
first of which will be played by every node after ts seconds. Therefore, at every instant 
every node is required to keep track of all Nb*ts blocks generated within a sliding 
window of ts seconds. For this reason every node maintains a buffer of size Nb*ts that 
holds the state of these blocks. Two states are of interest: received blocks and missing 
blocks (not delivered yet). Figure 4 provides a snapshot of the states of blocks of a 
buffer in a node. 

More specifically, each node upon reception of a new block, propagates this infor-
mation to all of its neighbors. Therefore, every time that a node wants to transmit a 
new block knows the blocks that it has and the blocks that their neighbors have. A 
scheduler, described in [2], proposes the transmission of a block to the neighbor that 
misses the largest number of blocks among those that the transmitting node has.  
According to it, each node i has to decide which neighbor j must serve first, by  
calculating the difference(i,j) of the blocks that each neighbor j misses and are present 
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in node i. The node with the largest difference is the one selected for block transmis-
sion while ties are resolved arbitrarily. Finally, the block to be transmitted is selected 
randomly with a uniform distribution.  

4   Evaluation 

For the evaluation of our P2P streaming system we have used OPNET Modeler [24] 
in order to avoid the imperfections of a custom made simulator. We have tested our 
proposed system under various underlying network topologies. Here we present its 
performance based on a topology from [5], where the provided round trip time meas-
urements were gathered using the King method between globally distributed DNS 
servers. We have opted for this particular real data set in order a) to avoid inaccurate 
conclusions which a network model may introduce, and b) to use a real topology of 
globally distributed nodes and so have a fair benchmark for a locality aware overlay. 
In the rest of this section we present a system with 2000 nodes.  

Before examining our system and its performance in live streaming, we present the 
results that show the cumulative density function of the number of neighbors that each 
node has for a random mesh and for our overlay. As we observe in Figure 5 our over-
lay is more balanced than a mesh although the nodes are placed according to their 
position in the underlying network. At this point we want to clarify that we don’t 
claim that nodes have similar zone sizes (ex. In network regions with high density of 
nodes the zones of LCAN may be smaller) as we don’t want to use L-CAN as a DHT 
in order to store keys in it. In contrast we want to have a balanced overlay in terms of 
the neighbors that each node has. We achieve this goal due to our placement algo-
rithm as described earlier. 

Now in Figure 6 we demonstrate the performance of our overlay in live streaming 
compared with the performance of a randomly created mesh. We examine two scenar-
ios: a) all the participating nodes have homogeneous upload capacities, and b) the 
upload capacities of the nodes conform to those in [3] that have been collected from 
users of a real P2P system and they are heterogeneous. 

 

Fig. 5. Cumulative density function of the number of neighbors that each node has in a random 
mesh (black line) and in L-CAN (red line) 
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Fig. 6a. Maximum achievable service rate (as a percentile of the average upload bandwidth) of 
each system under various setup time intervals. Nodes contribute equal upload bandwidths. 

 

Fig. 6b. Maximum achievable service rate (as a percentile of the average upload bandwidth) of 
each system under various setup time intervals. Nodes contribute heterogenous upload band-
widths. 

Based on these two scenarios we have evaluated three different systems. The first 
system, denoted as MD, is a mesh overlay where each node has 10 neighbors, while 
the exchange of blocks among nodes is performed according to the most deprived 
node scheduler [2] as described earlier. The second system, denoted as LD, uses the 
same scheduler as MD, but it relies on our topology aware overlay L-CAN with  
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5-dimensions (each node has approximately 10 neighbors) which replaces the mesh 
overlay. In the third system, denoted as LS, we have maintained the L-CAN overlay 
and we have substituted the scheduler in MD with our own. 

This new scheduler we propose, though simple, exploits in its logic the existence 
of a locality aware overlay and in particular every node’s likely network position re-
flected in the L-CAN. According to it, each node keeps an incremental list of its 
neighbors according to STT between them. The probability with which each one of its 
neighbor is selected for a block transmission is proportional to its rank in the list.  
Figure 6 shows the ratio between the maximum achievable service rate that each sys-
tem can deliver and the average upload bandwidth of the participating nodes, for vari-
ous setup time values given a constant rate for block generation (Nb=10 blocks/sec). 
For the first graph we have used homogenous upload capacities whereas the later is 
based on heterogeneous. Inspecting the two graphs in figure 6, we observe that the 
same performance trend emerges from either case i.e. homogeneous and heterogene-
ous upload capacities. Furthermore, all systems perform slightly worst in case of het-
erogeneous upload capacities. 

As predicted by our analysis applying a locality aware overlay, L-CAN, results in a 
significant increase in the achievable service rate (LD), as opposed to a mesh overlay 
(MD), because of the smaller STT values that exist between the neighbors in L-CAN. 
Further improvement especially for not very small set-up time values is obtained when 
we apply our scheduler in (LDS) as we see observe from the blue line in figure 6.  

Finally, the control overhead of our scheduler is trivial. Every time that a node re-
ceives a new block it sends to all of its neighbors a control packet with the contents of 
its buffer. The frequency of this transmission is equal to Nb by the definition of the 
scheduler. Additionally the size of the buffer is ts*Nb and is modeled with one bit of 
information for each block (ex. One for its presence and zero for its absence). So the 
control bandwidth that is consumed in each node in order to update the other nodes 
for the new block arrivals is approximated by: 

 
C.B.=(Header_size+ts*Nb)*Nb*Number_of_neigh 
 

where Header_size+ts*Nb is the size of each control packet Nb is the frequency that 
this is transmitted and Number_of_neigh is the number of neighbors in which the con-
trol packets are send. By the value of Nb=10 blocks/sec as, ts=5sec and Num-
ber_of_neigh=10 the control bandwidth that consumed in each node is has a value 
around 30 kbps and its independent from the upload capacities. This means that with 
higher upload capacities of peers the overhead that is consumed from the buffer ex-
change lowers as a percentage of the upload bandwidth. 

5   Conclusions and Future Work 

As we have observed though our evaluation L-CAN greatly improves the set-up time 
and the bandwidth utilization in live streaming. Additionally combined with our pre-
vious work in [22] enables locality in CAN and the whole system can be used in other 
applications such as multi-attribute range queries. Furthermore we will modify and 
apply our algorithms in other overlays in order two evaluate them in these. 
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In live streaming our future work is focused in two major areas. The first is the 
creation of a sophisticated scheduler that exploits locality and the information that is 
infused in any node during the buffer exchanges by selecting the appropriate block for 
transmission and not only the appropriate node. The second is the selection of the 
appropriate number of neighbors and the adjustment of the block size in order to fur-
ther improve the performance of our system. At last we plan to evaluate our system in 
dynamic network conditions to demonstrate its adaptive behavior. 
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Abstract. ACME, an automated tool for generating and evaluating the quality 
of VoIP calls, is presented. ACME examines the availability of bandwidth and 
processing capacity to determine the largest number of simultaneous calls that a 
node can operate in a given topology, besides supporting pre-programmed 
schedule of VoIP experiments. Demos of ACME usage as a capacity estimation 
tool and as an instrument for monitoring of an IP telephony production service 
show its effectiveness and versatility.  

Keywords: monitoring tool, VoIP call generation, capacity determination. 

1   Introduction 

ACME (Automatic Call Measurement Environment) is a tool capable of performing 
two basic activities: generation of VoIP calls and measurement of the quality of the 
generated calls. The tool uses the potential of these two activities to build an auto-
mated environment supporting two classes of experiments. The first class, called 
stress experiment, is primarily used for determining the ability (in number of simulta-
neous calls) that a medium (wired or wireless) or VoIP system (service or set of serv-
ers) can support without compromising voice quality below a previously established 
level. The second class, called periodic experiment, is used to check the change in call 
quality over time, even allowing VoIP service availability monitoring. 

ACME development was based on a voice quality evaluation infrastructure pro-
posed by [13] which assumes that VoIP clients (IP phones or gateways) are able to 
assess the quality of the incoming voice flow and provide a specific call detailed re-
cord named VQCDR (Voice Quality Call Detail Record) . VQCDR contains several 
voice quality indicators, besides parameters for call and involved terminals identifica-
tion. Additionally, it may include a report with the history of quality indicators status   
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throughout the call. VQCDR quality indicators are computed according to the  
E-Model and its extensions [9, 6, 7].  

Voice degradation can be caused by several factors [12] such as network packet 
losses, losses due to late arrival in jitter compensation buffer, extreme large end-to-
end round trip delay (influencing interactivity), factors related to codec (inherent 
quantization errors, robustness to single or multiple losses, loss compensating algo-
rithms, voice activity detectors, etc), among others. E-model output is a scalar factor 
R, which can be correlated to MOS (Mean Opinion Score) [10]. MOS is a voice qual-
ity score representing the average opinion of a group of unbiased testing listeners and 
varies from 1 (poor) to 5 (excellent).  

E-model computation and MOS determination is performed by a library called 
VQuality (Voice Quality Library) [14]. VQuality was developed in C + + and has 
been integrated to IP clients to enable VQCDR generation. The use of VQCDR al-
lows ACME to analyze a call in detail and plot timely graphics of results. 

Evaluating a system or transmission technology for voice capacity is a more com-
plex task than the evaluation of a simple call. To determine the capacity of a link in 
carrying good quality VoIP calls, for example, several rounds of calls are needed.  
ACME uses an automatic mechanism for dynamic call generation and achieves an 
estimate of VoIP call capacity when overall MOS for the increasing number of simul-
taneous calls falls below an acceptable level. Sizes of confidence intervals are used as 
stopping times for the call generation process. 

Several commercial tools enable the evaluation of VoIP call quality [17, 5, 2, 16], 
but none can be found that enables automatic capacity determination of links and 
servers. With the cited tools it is possible to get somehow the capacity of a medium, 
but it would require that all calculations and call executions be carried out manually, 
what would be laborious and prone to human error when large numbers are involved.  

This paper is organized into eight sections. In Section 2, the infrastructure and archi-
tecture for evaluation of VoIP calls is described. In Section 3, the architecture of ACME 
and its components are presented. In Sections 4 and 5, the concepts of stress and peri-
odic experiments are discussed. Section 6 shows how experiments are carried out con-
currently. In Section 7, the use of ACME is demonstrated and, finally, Section 8  
presents the conclusions and future work 

2   Architecture for Evaluating VoIP Calls 

According to the architecture proposed in [13], VQCDRs are collected by an entity 
called VQCDR Server, which is in charge of interpreting, authenticating and forward-
ing VQCDRs to a data base storage. The VQCDR server has three modules:  

 
Collector Module (CM): responsible for collecting and interpreting the VQCDR, 
besides acting on the Authenticator Module (AM) and the Storage Module (SM). 

 
Authenticator Module (AM): responsible for validating VQCDRs received by CM.  
For testing and measurements in basic experiments or controlled environments, 
VQCDR server offers a simple access list based on IP addresses. However, in produc-
tion environments, where a more sophisticated and flexible validation mechanism is 
required, the AM module is the solution. 
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Fig. 1. UFRJ VoIP Call Quality Evaluation Architecture 

Storage Module (SM): responsible for storing VQCDRs collected by CM. The storage 
can be deployed in a SQL data base or Radius Server.  

 
Fig. 1 illustrates general operation of the architecture: At the end of a call, an IP 

phone integrated to VQuality evaluates the received voice quality and then generates 
a VQCDR, which contains voice quality indicators and call identifiers (Fig. 1-1). The 
CM module of the VQCDR Server collects the VQCDR (Fig. 1-2) and instructs the 
AM module to check its legitimacy (Fig. 1-3).  In case of H.323 architecture using 
GnuGK [8], authentication is performed by a specific module (Fig. 1-4). If VQCDR 
validation is successful, module SM is instructed to store the VQCDR. When using 
RADIUS, VQCDR is sent to a RADIUS Server (Fig.1-5). The RADIUS server stores 
VQCDR data in a database, for example an SQL server (Fig. 1-6). A Web interface 
then allows displaying graphics and statistics reports (Fig. 1-7). ACME uses the 
whole VQCDR collecting architecture and adds new elements described in section 3. 

3   ACME Architecture 

ACME has a master-slave type architecture. A central element called ACME Master 
(or simply master) coordinates a series of peripheral ACME Slaves (or simply slaves), 
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instructing them to initiate (said an active slave) or get ready to receive calls (said a 
passive slave).  An active slave can start a call to a non slave destiny as an IP phone to 
check VoIP system availability and operational status. 

A passive slave has two elements: a VoIP client softphone (VC) with VQuality in-
tegration, and an interpreter for interacting with the master through the ACMEp pro-
tocol (to be described in section 3.2). It is expected a slave being able to generate 
multiple simultaneous calls. However, slave hardware has limited memory and proc-
essing power what limits the maximum number of calls that can be generated without 
impairing voice quality, which is named slave capacity. Over a threshold, longer de-
lays are incurred in the coding/decoding process and discards in jitter buffers start to 
happen. How to determine a slave capacity is addressed in section 3.1. 

 

Fig. 2. ACME Architecture 

To determine the capacity of a system or slow speed communication link, at least 
one active and one passive slave are needed. The site concept allows using a set of 
slaves of inferior hardware to generate a larger number of simultaneous calls to stress 
a superior hardware system or a very high speed link. Experiments are always real-
ized between two sites hosting one or more slaves.     

ACME has a Web interface running in an HTTP server called User Interface 
Server (UIS), allowing user to schedule experiments and visualization of outputs. 

ACME architecture and its components are shown in Fig. 2. When a user schedules 
a new experiment via Web interface, the experiment data is stored in an SQL database 
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(PostgreSQL is used) and the master is informed that a new experiment has been 
filed. When starting the experiment at the programmed time, the master reads experi-
ment configuration parameters and orders slaves in the two sites involved in the  
action to perform calls and collect VQCDRs.     

UIS enables the user to receive via e-mail status reports about its experiment, when 
certain events occur: an error is detected; there is an unreachable slave; or measured 
voice quality is in an alarming level, possibly indicating that a system being moni-
tored by a periodic experiment (fired in pre-scheduled times) is in critical condition. 

ACME core was developed in C++ and UIS in PHP. ACME is aimed toward 
Linux, but any other Unix systems may be used. Voice streams are prerecorded and 
have three minute duration, long enough for detecting voice degradation in all situa-
tions. Nevertheless, prerecorded messages of any length can be used.  

3.1   Slave Capacity Determination  

Stress experiments must be performed to determine slave capacity and avoid getting 
imprecise results. In capacity determination, the number of simultaneous calls is 
gradually increased while call quality is kept at maximum optimal value. The stop-
ping condition is the start of call degradation. There are three possible scenarios: two 
slaves with equivalent computational power hardware - quality degradation occurs 
symmetrically, and capacity is valid for both slaves; one superior slave and one infe-
rior slave - quality degradation occurs asymmetrically and only the inferior slave 
capacity is determined; one slave S with much superior capacity and a set of slaves 
with overall capacity higher than S - degradation occurs asymmetrically and only S 
has its capacity determined. In capacity determination experiments, available network 
bandwidth has to be enough to force slave hardware to be the limiting factor. 

3.2   ACMEp Protocol 

ACMEp is the protocol used in the communication between master and slave. Master 
commands passive slaves to get them ready to receive a certain number of calls, or 
order active slaves to start calls to specific destinations. In this process, call configura-
tion data is also informed: codec, duration and destination (IP address and port, E.164 
number or user alias). Master can also instruct slave to register in a specific server, 
making it possible to test a server or an environment associated to a server. In this last 
case, server address and account/password for registration are also passed to the slave. 
The protocol has only three messages: 

Start: From master to slave. It commands slave to get ready for receiving calls, initiat-
ing calls or registering to a server.  

Status: From slave to master. It allows a slave to inform its master if a call was suc-
cessful or not. Passive slaves also use status message to inform when they are ready to 
receive calls. 

Cancel: From master to slave. It allows a passive slave to inform that an active slave 
call is canceled. Basically, Cancel cancels a Start message previously sent.   
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Fig. 3. Successful slave to slave exchange Fig. 4. Failed slave to slave exchange 

Fig. 3 shows an experiment between two slaves. Master commands passive slave to 
get ready to receive calls (START). Passive slave informs master it is ready to receive 
calls (STATUS-READY, STATUS message with ready indicator). Master commands 
active slave to start calls (START). Calls are established and media flows start. If 
everything goes right, both slaves send to master a STATUS with an OK indicator, 
otherwise a STATUS with NOK (NOT OK) indicator is sent. It is important to men-
tion that if any call fails, the whole experiment fails and must be restarted, because it 
is essential that the correct number of simultaneous calls is executed.  
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Fig. 5. Slave to gateway 

Fig. 4 also shows an experiment between two slaves. However, in this example an 
error occurs in the active slave: Master commands passive slave to get ready to re-
ceive calls (START). Passive slave informs master it is ready to receive calls 
(STATUS-READY). Master commands active slave to start calls (START), but, for 
some reason, active slave cannot initiate calls and send master a STATUS-NOK. 
Master then sends CANCEL to passive slave, informing that for some reason slave 
will not get the calls it was waiting for. 
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Fig.5 shows an experiment between an active slave and a gateway. The gateway 
can forward calls to PBX or PSTN.  In this case, master just needs to send START to 
the active slave and wait for a STATUS-OK. This operation is useful when monitor-
ing gateway availability and its capability to establish calls to a certain network or 
destination. 

ACMEp runs over TCP and uses port 8000 by default (configurable). No cryptog-
raphy is available, but security aspects are being considered for the future. To avoid a 
non authorized master to command a slave, access lists can be configured in each 
slave. However, the START message is critical, since it carries a non ciphered pass-
word.  TLS [4] must be used for secure operations.  

4   Stress Experiments 

The goal of a stress experiment is capacity determination of a target. Capacity is the 
number of concurrent VoIP calls that can be performed (using a specific codec, e.g., 
G.711), without getting the average MOS (see section 1) over all calls to fall below a 
minimum value. Target can be a link, a network, a system or even a VoIP service. 

Slave capacity determination evaluates hardware via a stress experiment which 
demands that the average MOS is not less than the maximum MOS in ideal condi-
tions. It is important to say that the maximum MOS depends on type of codec. For 
example, G.711 reaches a 4.41 maximum MOS score. 

A stress experiment is made of tests. Each test has a certain number of concurrent 
calls. So, if test 1 which handles N simultaneous calls obtains an average MOS equal 
or above the established average MOS, a new test, test 2, is executed. Test 2 on its 
hand will handle N + X simultaneous calls. If test 2 reaches equal or better result 
compared to the established average MOS, a new test (test 3) is performed now with 
N + X + X simultaneous calls. And so on. The initial number N of concurrent calls 
and the number X of calls increment are configurable parameters. 

When the user configures a required average MOS for an experiment, he also con-
figures a target percentage, as, e.g., 10%, to be greater or equal the size of the confi-
dence interval divided by the center value of the interval. Any test is required to 
achieve a confidence interval of size equal or less than the target percentage of the 
center of the interval. The center of the confidence interval is the average MOS  
estimator.  

To reach the target confidence interval, a test has to be repeated many times. Each 
repetition is called a round and may require a minimum number of rounds per test, 
before considering the restriction on the size of the confidence interval. This proce-
dure avoids situations where a few number of rounds with similar MOS values gives 
an average which satisfies the target percentage but does not guarantee MOS conver-
gence indeed. It is important to say that the average MOS and associated confidence 
interval at each round is calculated over the MOS values of all calls of all rounds 
(current and previous) of a test. 

Table 1 shows the structure of an experiment. Three tests are presented, where test 
1 (with three concurrent calls) is expanded to show details of the executed rounds. 
The target percentage for this test is 10%. It can be noted that the target percentage is 
met after five rounds, when the size of the interval is 0.32 and the average MOS is 
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Table 1. Experiment structure 

Test 1 → 3 concurrent calls  
• Round 1 – average MOS = 4.10, conf. int. size = 0.81, target = 0.41 (10%) 

• Round 2 – average MOS = 4.03, conf. int. size = 0.71, target = 0.40 (10%) 

• Round 3 – average MOS = 4.08, conf. int. size = 0.58, target = 0.41 (10%) 

• Round 4 – average MOS = 4.07 conf. int. size = 0.42, target = 0.41 (10%) 

• Round 5 – average MOS = 4.08 conf. int. size = 0.32, target = 0.41 (10%) 

Test 2 → 4 concurrent calls 
Test 3 → 5 concurrent calls  

 
4.08. Round 5 gives a percentage around 8% (0.32/4.08), which is less than 10%. 
Round 4 gives a percentage that is slightly greater than 10%. After test 1 reaches the 
target percentage, test 2 with 4 concurrent calls is started. 

5   Periodic Experiments 

There are three basic types of periodic experiments: 

Availability Experiment: In regular time intervals, a destination is called to monitor its 
reachability and availability. Presently, only H.323 protocol is directed by ACME, but 
using a gateway H.323/SIP allows monitoring of SIP destinations. Similarly, a voice 
gateway allows monitoring a PBX system and PSTN destinations reached through the 
PBX. In this kind of experiment, destinations are answering machine or IVR (Interac-
tive Voice Response), as calls are answered automatically on these systems. 

Quality Experiment: By default, all availability experiments also evaluate the received 
call quality. The difference with quality experiments is that alerts can be set. Then, as 
MOS values are obtained below a certain level, the user is notified. Availability and 
authentication experiments only emit alert in case of error. 

Authentication Experiment: In regular time intervals, a slave tries to authenticate in a 
given server to monitor the correctness of the authentication operation. At present, 
only H.323 is supported. 

6   Concurrency of Experiments 

Slaves are experiment resources. After registered in ACME, slaves can be included in 
sites and be used by any experiment. Slaves can be included in more than one site at 
the same time, but the sites of an experiment cannot share the same slave. 

A test is the granularity in experiment concurrency. Thus, two experiments A and 
B can be executed concurrently and have slaves and even sites in common. However, 
tests never occur simultaneously, as ACME executes one test at a time. 

Fig. 6 shows the finite state machine (FSM) for a quality periodic experiment. 
When the experiment is scheduled, it enters the Scheduled state and remains in this 
state until the programmed starting time is reached and there is not other experiment 
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ahead waiting for execution. When the first test starts execution, FSM changes to 
Running. At the end of a test, Ready-OK state is entered, in case the MOS is above 
the required value. If MOS is below required value, the state Ready – Low MOS is 
entered. Another possibility is the test not finishing because of an error. If an expected 
error occurs, as destination unreachability, the FSM enters Ready- Can’t connect to 
host, or another state which represents a defined error. If an undefined and irreversible 
error occurs, Undefined error state is entered. The state of an experiment always re-
turns to Running when a next test is run. Although, Undefined error state does not 
allows transition out of the state. 

...

Scheduled Running *

Ready - OK

Ready – Low MOS

Ready – Can’t connect to host

Ready – Can’t authenticate

Undefined error

  

Fig. 6. Finite State Machine for a Quality Experiment 

All experiments have similar state machines. A periodic experiment only ends if its 
FSM enters Undefined error. On the other hand, stress experiments end when the 
required target MOS is reached, when available slaves are unable to support more 
increment in the number of calls, or, finally, when slave goes to Undefined error. 

Experiment execution is performed as a kind of circular round-robin scheme. Two 
lists for experiments in Ready state are kept, one for periodic and another for stress 
experiments. The scheduler (ACME module for concurrency management) always 
dispatches the next experiment in the periodic experiment ready list. If this list is 
empty, next experiment in the stress experiment ready list is taken. Periodic experi-
ments are prioritized because they have time constraints.    

7   Demonstrations 

Fig. 7 shows a 500 kbps serial PPP link interconnecting two Cisco routers (not pic-
tured) for the stress experiment. UDP generator [11] was configured to generate 200 
kbps constant rate large packet background traffic towards the reflector. Slaves 1 and 
2 send G.711 VoIP media packets marked with DSCP EF [1], generating around 80 
kbps at the link level per call. Two router queue disciplines were tested: WFQ 
(weighed fair queue); and a 320 kbps guaranteed rate priority queue (PQ) [3] for 
voice flow. 

Fig. 8 shows the stress experiment output. The target percentage for confidence in-
terval was set at 10%. Confidence intervals are automatically plotted. With PQ, up to 
4 concurrent calls cause no degradation and MOS is maintained at 4.41 (maximum 
value for G.711). From the fifth simultaneous call on, as PQ only supports four calls 
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Fig. 7. Scenario for Stress Experiment 

 

Fig. 8. Stress Experiment Output. The vertical axis represents the average MOS and the hori-
zontal axis is the number of simultaneous calls per test. 

with no degradation, MOS degrades abruptly and confidence intervals also increases, 
indicating variability in call quality. If minimum acceptable MOS is 3.0, the maxi-
mum number of simultaneous VoIP calls should be 5 with PQ. On the other hand, 
when a WFQ queue is used, up to 6 simultaneous calls can be accepted. WFQ inher-
ently prioritizes small packets (like voice) over large packets. However, large confi-
dence intervals with increasing number of calls show that MOS begins to vary  
randomly among voice calls.     

The fone@RNP VoIP service [15] was used as a scenario for periodic experiments. 
Fone@RNP uses a heterogeneous H.323 and SIP architecture which, besides inter-
connecting academic institutions PBXs, it allows IP softphone usage and PSTN inter-
connection. The objective of the demo was to monitor the service at a local institution 
(UFRJ) and fictitious institution established in the same manner as a real institution 
(called Institution 1). As shown in Fig. 9, each monitored institution represents a site 

WFQ 

PQ
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and has a local slave. The central slave in the figure represents a third site that will 
interact with the other two sites. According to fone@RNP, each institution has a gate-
keeper to attend H.323 clients, an OpenSER proxy for SIP clients registration, and a 
gateway Asterisk for H.323/SIP interoperability and PBX interconnection. Six peri-
odic experiments were designed for each institution:  

 
SIP Phone: Monitors SIP service availability via regular calls from central slave to 

SIP softphone with auto-answer. Local gateway converts from H.323 to SIP.  
H.323 Phone: Monitors H.323 service availability via regular calls to local slave; 
PBX Phone: Monitors call routing to PBX via regular calls from central slave to an 

IVR PBX extension PBX; 

 

Fig. 9. Scenario for Periodic Experiments 

 

Fig. 10. ACME Monitoring Panel 
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PSTN Phone: Monitors PSTN routing via regular calls from central slave to an 800  
IVR service;  

H.323 Authentication: Monitors H.323 authentication via periodic authentications 
 of local slave to the gatekeeper; 

Quality: Monitors quality of periodic calls between central and local slaves.  
 
Fig. 10 shows ACME monitoring panel: experiments with positive status are shown 

in green; experiments with problems are shown in red, indicating failure; experiments in 
critical condition, as with MOS below some acceptable level, are in yellow. Panel con-
figuration allows yellow and red indicators to trigger alerts via e-mail.  

8   Conclusions and Future Work   

An automated tool for the generation and quality evaluation of VoIP calls is presented 
and its effectiveness and versatility are demonstrated in real environments. Dynamic 
automated experiment execution and graphics output with confidence intervals is an 
advantage when comparing to other tools. As a demo of stress experiment, a link 
configured with priority queuing and WFQ is analyzed in terms of its capacity to 
handle VoIP concurrent traffic. For periodic experiments demonstration, ACME was 
shown to perform as a monitoring tool for fone@RNP, a heterogeneous and complex 
SIP and H.323 environment. ACME has also been used with success as a tool in VoIP 
courses. In research, the tool is planned to be used to evaluate VoIP capacity in com-
plex wireless environments mixing priority disciplines and choice of configuration 
parameters. Detailed performance studies in slow access link can be done to deter-
mine the best selection of router parameters and disciplines to maximize VoIP calls.       

TLS will be supported in ACMEp for the future, as secure transport will eliminate 
vulnerabilities in master-slave communication. SIP native support is being developed, 
what will permit SIP availability monitoring without any signaling gateway in place. 
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Abstract. The research of Video Streaming has often focused on the
methodologies of P2P protocols, such as peer selection, network struc-
ture, group organization, etc. In addition, streaming mechanism and sys-
tem deployment are significant to provide a Video Streaming service.
Research in this field, however, is scant. On the other hand, the layered
video codec provides scalability when environment is divergent due to
different transmission rate, computational power, and so on. Recently,
Scalable Video Coding (SVC), which is a layered video codec, has been
standardized and caught much attention. The study is to explore how to
provide Video Streaming service by employing P2P and SVC. A system
architecture which involves video layering, dynamic Segment seeding and
scheduling, and Segment downloading and sharing is developed. To pro-
vide high quality Live or On-demand P2P Video Streaming service, a
Video Streaming system, GaiaSharp, is implemented and deployed, and
the experience is shown to explain the importance of layered video codec.

Keywords: P2P, SVC, Video Streaming.

1 Introduction

With the innovation of transmission technology and improvement of hardware,
services used to rely on specific devices are now available in computers; for exam-
ple, composing a song is not always done in studio, because computer software
helps musician accomplish their work at any place. In the mean while, new ser-
vices are proposed or combined across different domains, and applications which
were stand alone are connected to each other. The computer and Internet have
been changing our life style rapidly. From desktop to invisible equipment, in-
formation is exchanged with our friends or transmitted to someone we do not
know. Recently, Digital Home has become a hot topic, and to watch TV is major
entertainment. Computers were able to convert analog signal with a TV adapter
plugged and configured correctly - this is not convenient for most people. Is
there any way to achieve this goal without additional requirement? Traditional
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Video Streaming protocols have been designed, but nowadays, they cannot afford
the growth of users and higher video quality because of hardware overload or
transmission bandwidth. P2P has been caught much attention for data delivery
in large scale overlay; although P2P solves the bottleneck (e.g. the maximum
concurrent connections), it brings up new issues and makes many applications
re-designed. In the mean while, a standard of layered video codec, Scalable Video
Coding (SVC), is published. The layered structure of video codec yields flexible
quality and is configurable based on computation power, transmission band-
width, and monitor size, etc. Different from research in P2P protocol and SVC
structure, we propose a mechanism to provide a Video Streaming system by
taking advantages of P2P and SVC. As P2P which is an unstable network, this
article describes issues of deploying live P2P Video Streaming system and pro-
vides dynamic configuration to support better service quality.

In this article, we introduce P2P Video Streaming applications, systems, and
Scalable Video Coding in Section II. In Section III, we present our work to build
a Video Streaming system based on P2P and SVC. The system deployment and
configuration of GaiaSharp, a live Video Streaming system we are developing, is
shown in Section IV. The conclusion and future work are described in the last
section.

2 Related Work

Peer-to-peer (P2P) overlay networks is a kind of promising architecture to scal-
ability share files [1][2], and audio streams [3]. Recent research further focus on
transmitting video streams via p2p. Those works can be divided into two cat-
egories: live and recorded. The latter one, e.g. Video-on-dement (VoD), in fact
transfers video data in the form of files so existing p2p transmission mechanisms
[1][2] can be applied. As any regular files, video files are first split into equal-
size pieces and then uploaded to interested peers. These peers further exchange
acquired pieces in parallel, known as the swarming procedure. Once enough con-
tinuous pieces from the beginning of a video file are downloaded, these pieces are
appended and played [4]. However, swarming exchanges pieces randomly, rather
than in sequence, and may cause long initial waiting time. To overcome this prob-
lem, pieces needed in near future should be downloaded first. Both Vlavianos
et al. [5] and Shah and Paris [6] proposed similar piece selection mechanisms.
The former category further integrates p2p and video streams by temporally
splitting video files into chunks [7][8], e.g. each chunk contains one-second video
and/or audio data. Thus, if a chunk is not downloaded in time, video playing can
skip or wait for this chunk [9] and provide better user experience than the latter
category. They take much effort on the mechanism of P2P protocol to improve
the performance of Video Streaming. Layered encoding and multiple description
coding are suitable for many applications over heterogeneous networks. SVC,
a layered video codec, is an extension of H.264/MPEG-4 AVC [10]. Venkata et
al. [11] present a tree-based algorithm to find out path diversity, and a framework
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for multiple description codec. Pierpaolo et al. [12] implement SPPM protocol,
a prioritized mechanism, to construct a multicast tree with six-way handshake
process. Mubashar and Toufik [13] provide smooth media streaming by peer
selection methodology. Devices can partially download decodable stream based
on their capabilities, such as computation power and network bandwidth. Our
work is going to provide a solution for Video Streaming service, and focuses on
how to make use of SVC and P2P features to deployment a streaming system.
That is, our mechanism can be applied with any P2P protocol.

3 Proposed Mechanism

Relative to other transmission protocol, P2P network is more un-stable. In this
section, in order to provide stability of Video Streaming service in an unsta-
ble environment, we present a mechanism to take advantage of P2P and SVC,
and configure parameters dynamically while downloading video segments. The
mechanism is divided into Channel Server, and Client Engine (Fig. 1).

Fig. 1. The mechanism of Channel Server and Client Engine

3.1 Channel Server

In our mechanism, Channel Server receives video signal from different source,
and splits signal into Segments and Crumbs with layers based on SVC informa-
tion; moreover, torrents are made, scheduled and dispatched into Program Super
Seed for streaming out. Figure 2 shows main modules and steps from process-
ing video signal to share Crumbs. There may be more than one Program Super
Seed to enhance sharing performance. Client Engines download Crumbs with
P2P protocol from Program Super Seeds or other Client Engines. With Crumbs,
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Fig. 2. Main modules from video signal to torrents

users watch video which is composed by SVC. The main steps and modules are
shown in the following:

1) Segment Splitter: The video signal is received, converted, and split into
Segments by GOPs (Fig. 3). According to SVC specification, a Segment is

Fig. 3. Video is split into Segments by GOPs

organized with a Header, a Base Layer, and several Enhancement Layers [10]
which is various via different video qualities (Fig. 4). Moreover, one Enhance-

Fig. 4. A Segment is organized according to SVC specification

ment Layer could be partitioned by SVC into dimensions. Let v be the video
with n Segments, si be the ith Segment of v, and for si, let Hi be Header, Bi

be Base Layer, and Eil be Enhancement Layer l (l is no more than 3 [10]),
we know

v =
n∑

i=1

si =
n∑

i=1

(
Hi + Bi +

3∑
l=1

Eil

)
. (1)

Different with other protocols, P2P network is an unstable environment, be-
cause the behavior of a peer to join and leave the service network in P2P
environment may cause service unstable to another peer. On the other hand,
buffer time is an important factor of sharing performance in P2P Video
Streaming [14]. The more the buffer time is, the more delay-live the Video
Streaming is, but the more served users and better streaming quality are. As
a result, dynamic amount of GOPs of a Segment is required. Let |Gmax| and
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|Gmin| be the maximum and minimum amount GOPs of a Segment respec-
tively, and |Gi| is the amount of GOPs of si, so |Gmin| ≤ |Gi| ≤ |Gmax|; let
ρi denotes the ratio of successful downloading si among all Client Engines,
and we set

|Gi| =
{

|Gi−1| + 1, if ρi is greater than a threshold
|Gi−1| − 1, else

Based on this dynamic configuration, if |Gi| is smaller, the Client Engine
watches TV programs approximate live. However, the Segment which is too
small causes an overhead of sharing in P2P, and that is the reason why a
lower bound |Gmin| is required. In Section 3.2, we will define what successful
downloading is.

2) Torrent Maker: Let the dimension of Eil is |Eil|, and the jth dimension
of Eil is eilj , v =

∑n
i=1

(
Hi + Bi +

∑|Ei1|
j=1 ei1j +

∑|Ei2|
j=1 ei2j +

∑|Ei3|
j=1 ei3j

)
is derived from Equation 1. Because the amount of Enhancement Layers is
various with different video qualities, dil might be 0 if Enhancement Layer
l does not exist. Additionally, SVC is able to compose a video segment as
long as both Header and Base Layer exist, so we break borders between
Enhancement Layer 1, Layer 2, and Layer 3; in other words, the Enhancement
Layers are regarded as a set of dimensions of Layer 1, Layer 2, and Layer 3,
and the dimension of Enhancement Layers is |Ei1|+|Ei2|+|Ei3|. Since Header
and Base Layer are essential for a Segment composition, we group Header and
Base Layer as an atomic element, called Crumb, and view each dimension of
Ei as a Crumb, too; hence, there are 1 + |Ei1| + |Ei2| + |Ei3| Crumbs for si.
Let cik be kth Crumb of si, we know

v =
n∑

i=1

si =
n∑

i=1

⎛
⎝1+|Ei1|+|Ei2|+|Ei3|∑

k=1

cik

⎞
⎠ . (2)

We make every Crumb into a torrent. Figure 5 is an example to make Crumbs
of Segment No.78, s78, into torrents: There are 2 Enhancement Layers in |s78|,
and dimension of Enhancement Layer 1 and Enhancement Layer 2 is 3 and
5 respectively. Torrent Maker makes 9 Crumbs into 9 torrents.

3) Program Scheduler: Channel Server maintains a window which keeps tracks
on sequence numbers of available Segments which imply the buffered Seg-
ments in Channel Server and Client Engine for P2P sharing. Let |w| be the
windows size, and x be the sequence number of the latest Segment, the se-
quence numbers of available Segments range from x − |w| + 1 to x. In other
words, only sx−|w|+1, sx−|w|+2,..., and sx are available live Segments. Besides,
Channel Server maintains another incremental sequence number, x′, which is
an initial index, for every Client Engine that once connects to this streaming
service network. Note that it is a bad idea to set x′ = x in Channel Server,
because every Client Engine tends to download the same Segment, and the
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Fig. 5. Crumbs of Segment No.78 are made into torrents

performance of sharing cannot be obvious, but to set x′ = x−|w|+1 decreases
successful downloading rate as well.

4) Crumb Seeding: Initially, only Program Super Seeds have Crumbs of Seg-
ments of video. By downloading torrents of Crumbs, Client Engines exchange
information with the tracker to download and share Crumbs. After several
Client Engines download successfully, the loading of Program Super Seeds is
spread, and the advantage of P2P is amplified.

3.2 Client Engine

The idea of P2P network is sharing; on the other hand, the most important
feature of live Video Streaming is timing. As a result, to setup a live P2P Video
Sreaming system, which is also a timely sharing system, is going to face a trade-
off between delay and efficiency of P2P. We design a schema for Client Engines
to execute downloading tasks, and the schema comes up with two selection mod-
els: a) Segment Selection, and b) Crumb Selection.

a) Segment Selection: As mentioned in Program Scheduler, Channel Server
maintains x′ for every Client Engine connecting to this service network, and
x − |w| + 1 < x′ < x. Let |si| be the playback time interval of si. In initial
stage, the Client Engine starts downloading sx′ at time tx′ , sx′ has to be
downloaded successfully by tx′ + |sx′ | to make sure the downloaded Segment
is live. That is, Client Engine has |sx′ | to download sx′ . After tx′ + |sx′ |, sx′

will be expired no matter it is downloaded successfully or not, even Client
Engine is sharing sx′ with others. Note that the Segment which Client En-
gine is downloading is the most urgent than any other Segments, so Client
Engine focuses on downloading a single Segment at a time. Two situations
are separately discussed as follows:

– If sx′ is downloaded successfully at time tx′+1, Client Engine starts to
download sx′+1. Because the previous Segment is downloaded success-
fully, Client Engine earns a Time Extension tx′ + |sx′ |− tx′+1 for current
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Fig. 6. Time Extensions for downloading sx′+1, sx′+2, and sx′+3

Segment to be downloaded; that is, Client Engine has |sx′+1| + (tx′ +
|sx′ | − tx′+1) to download sx′+1, and so on for the following Segments.
Figure 6 illustrates Time Extensions for downloading sx′+1, sx′+2, and
sx′+3. The downloading sequence number x′ + k keeps looking forward
until it reaches x which is the upper bound of available Segments. This
racing behavior makes as many Client Engines synchronize Segments with
Program Super Seeds as possible (Note that for a Client Engine, Segments
are not always downloaded from Program Super Seeds). Therefore, more
and more Client Engines which sharing the same Segments as Program
Super Seeds do come up, and can be regarded as new Program Super
Seeds.

– If Segment si is not downloaded successfully at time ti, the Client En-
gine goes back to initial stage and refresh the sequence number x′ from
Channel Server.

b) Crumb Selection: In our mechanism, the definition of a successful down-
loading task is refined due to the characteristic of SVC. As mentioned in
Torrent Maker, SVC is able to compose a video segment as long as Header
and Base Layer exist; hence, if Header and Base Layer downloaded, the down-
loading task is successful. Comparing with a successful downloading task, a
complete downloading task means all required dimensions of a Segment are
downloaded. There are 1 + |Ex′1| + |Ex′2| + |Ex′3| Crumbs for Segment sx′ ,
and let cx′1 denote Crumb of Header and Base Layer. For a particular Client
Engine in initial stage, transmission rate between Program Super Seed is
evaluated, said R, and dimensions that are required for sx′ are from 1 to Dx′ ,
where Dx′ is the max d satisfying∑d

k=1 cx′k

R
≤ |sx′ | + T imeExtension(sx′). (3)

Any Di for si sustains 1 < Di ≤ 1 + |Ei1| + |Ei2| + |Ei3|. If all Dx′ Crumbs
are downloaded (which means completely), Dx′+1 is set to Dx′ +1; otherwise,
Dx′+1 is set to Dx′ − 1. This dynamic dimensions for Crumb downloading
is suitable for Video Streaming in P2P network, because R of every Client
Engine is not the same, and a Client Engine is not always in poor transmission
rate, not to mention that Segment can be downloaded from any other Client
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Fig. 7. The downloading rate of a Client Engine is not unchangeable

Engine. Figure 7 illustrates a scenario that Client Engine A tries to download
two Segments s, and s′ in the same size 256KB from Program Super Seed
and Client Engine B separately; theoretically, it takes 20.48 seconds for s,
but takes only 6.656 seconds for s′ after Client Engine B gets s′.

4 System Deployment and Configuration

In this section, how our Video Streaming system, GaiaSharp, is deployed and
configured is presented. Figure 8 is a snap shot of Client Engine of GaiaSharp,
which downloads Segments and EPG (Electronic Program Guide) to provide
Live or On-demand Video Streaming service.

The P2P engine of GaiaSharp is MonoTorrent, which is an open source of
Mono Project [15]. We develop two systems in different video codecs: Windows

Fig. 8. A snap shot of Client Engine of GaiaSharp
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Media Codec (without layered structure) and H.264 (with layered structure by
SVC). Firstly, Channel Server generates every Segment in WMV format 640x480
resolution, 600kbps, and 29.97 fps. Every Segment size is about 20 seconds,
and 1.5MB; based on [14], piece size of torrent are made in 256KB to perform
better P2P sharing efficiency. The window size |w| is 5, which means there are 5
Segments seeding at the same time; x′ is x−3 to act as a buffer for P2P sharing. In
LAN, the video displayed smoothly and works fine, but in WAN with one Super
Seed of upload bandwidth 2MB/s, it performance is unacceptable. For watching
live TV, the lower bound of transmission rate between a Super Seed and a Client
Engine is 600kbps which is the minimum requirement to display video without
downloading any Segment failed; that is not a workable requirement for our
Channel Server and most Client Engines in practice. According to the experiment
result, we apply the proposed mechanism and split video into Segments in H.264
format, the resolution is 640x480, and Enhancement Layers are partitioned into
30 Crumbs; the bit rate is 128kbps for Base Layer, 512kbps for Enhancement
Layer 1, 2048kbps for Enhancement Layer 2; for a Segment of 20 seconds, the
Crumb of Base Layer is about 360KB, Enhancement Layer 1 is partitioned into
4 Crumbs in 320KB, and Enhancement Layer 2 is partitioned into 10 Crumbs in
512KB; we set Gmax and Gmin about 20 and 5 seconds respectively. As a result,
the best quality is bettered from 600kbps to 2688kbps, and more importantly,
the minimum requirement to display video is lowered from 600kbps to 144kbps
which is acceptable even for ADSL clients with bandwidth in 256/64.

5 Conclusion

Although P2P file sharing applications have become popular, previous research
seldom investigates streaming mechanism and system deployment. A Channel
Server and Client Engine strategy for Live Video Streaming based on the ad-
vantages of P2P and SVC is developed. By breaking and re-organizing layers of
Segments into Crumbs, a successful and complete downloading task is re-defined.
Moreover, due to the un-stability of P2P network, GaiaSharp dynamically con-
figures Segment seeding and scheduling to provide scalability for live P2P Video
Streaming system. Making use of SVC, the requirement of transmission rate is
much smaller than un-layered video codec. There is still much work to be done.
For example, there are Channel Management algorithms to reduce the waiting
time during switching and provide better user experience, and is it possible to
provide Video Streaming service in HD quality?
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Abstract. The deployment of scalable audiovisual multicast services over hete-
rogeneous core and access networks is a challenging problem. In this article we 
propose E-Cast, an efficient, source-specific, scalable, overlay multicast system 
based on the peer-to-peer system Kademlia. This novel overlay multicast sys-
tem enables IPTV multicast to be deployed as a service level infrastructure to 
overcome IP network multicast discontinuity in converging wired and wireless 
network domains. E-cast consists of a set of edge devices called E-Cast Service 
Node (ESN) and one managing device called E-Cast Service Manager (ESM). 
ESNs are distributed in the network and provide efficient video distribution ser-
vices. They not only transport the media-streaming but also can cache the media 
files according to some given criteria. Performance evaluation using simulation 
and features comparison with existing proposals are also proposed. 

Keywords: Overlay multicast, IPTV streaming, Peer-to-peer communication, 
Scalability. 

1   Introduction 

Although the concept of IP multicast was introduced in 1989 and it is now enabled in 
many routers, many network providers are still not willing to deploy multicast services 
today. The IP multicast model allows scalable and efficient multi-party communication, 
particularly for groups of large size. However, deployment of IP multicast in a multi-
operator environment requires substantial infrastructure modifications and coordination. 
The advantage of overly multicast is that it is able to bypass these issues and network 
layer complexity. However, the performance of overlay multicast might not be as good 
as plain IP-based multicast. The deployment of scalable audiovisual multicast services 
over heterogeneous and converging core and access networks is a challenging problem. 

In this article, a novel overlay multicast system, named E-cast, is proposed to enable 
multicast to be deployed as a service level infrastructure to overcome IP network  
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multicast shortcoming. E-cast is setting up a virtual topology constructed on top of 
multiple network domains and involving a set of distributed application-level multicast 
service nodes called E-Cast Service Nodes. These E-Cast Services Nodes communicate 
with terminals and with each other using a set of unicast signalling and forwarding 
mechanisms. To ensure scalable audiovisual service operations, E-cast is based on the 
peer-to-peer system Kademlia, where E-cast Service nodes act as peer proxies that for-
ward and replicate AV data packets on behalf of the senders. The data paths among E-
Cast Service Nodes within an E-Cast session form a virtual multicast tree, where each 
tree branch is a QoS-enabled unicast connection pre-established. The association be-
tween a terminal and its delegated E-Cast Service Node for a particular multicast service 
request is decided by an E-Cast Service Manager and based on pre-defined policies. 

The reminder of the paper is as follows: Section 2 provides the related works and fea-
tures comparison of the E-cast system. Sections 3 and 4 present the overall architecture 
and related protocols. Section 5 then describes the performance evaluation of the system 
and results analysis using three simulation scenarios. Finally, future works and conclu-
sion are provided in Section 6 and 7 respectively. 

2   Related Works 

Many projects have explored implementing multicast at the application layer. Some of 
them offered some ideas for the design of E-Cast. We will describe them briefly and 
compare them at last. 

Narada[1] is one of those first projects. It constructs multicast trees in a two-step 
process: firstly, it constructs efficient meshes among participants, and secondly, it con-
structs spanning trees basing on the mesh. The mesh-based approach supports well 
multi-source applications. Narada serves specially among end-to-end system and wants 
to know the global state of a system. In this case, its control is central and not scalable 
for serving a large number of terminals. It isn’t suitable to construct the whole architec-
ture of E-cast, but its mesh-based approach is the base of the construction of E-cast’s 
intra-cluster.  

OMNI[3] is a two-tier infrastructure to efficiently implement large-scale media 
streaming applications on the internet. Different to Narada, OMNI is a proxy-based 
system. Service providers deploy a set of service nodes (called MSNs) in the network 
and these MSNs are organised into an overlay and act as proxies to serve a lot of clients. 
In order to have a good use of bandwidth and distribute a fair charge among MSNs, 
OMNI gives a dynamic priority to different multicast service nodes based on the size of 
their service set respectively. Moreover, an approach which iteratively modifies the 
overlay tree using localized transformations was proposed to adapt with changing distri-
bution of MSNs, clients and network conditions. ESNs of E-Cast system are similar to 
MSNs of this infrastructure.  

Bayeux[4] and Scribe[5] are two overlay multicast system basing on peer-to-peer ar-
chitecture protocols called Tapestry[6] and Pasty[7] respectively. Bayeux utilizes a 
prefix-based routing scheme which it inherits from Tapesty, a wide-area location and 
routing architecture. On top of Tapestry, Bayeux provides a simple protocol to organize 
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the multicast receivers into a source-rooted distribution tree. In addition, Bayeux lever-
ages the Tapestry infrastructure to provide simple load-balancing across replicated root 
nodes and reduced bandwidth consumption by clustering receivers by identifier. Finally, 
Bayeux provides a variety of protocols to leverage the redundant routing structure of 
Tapestry. Scribe is another overlay multicast architecture similar to Bayeux. It builds a 
multicast tree per group on top of a Pastry overlay, and relies on Pastry to optimize the 
routes from the root to each group member based on some metric, like latency. Com-
pared to Bayeux, the expected amount of group membership information kept by each 
node in Scribe is smaller because this information is distributed over the nodes. And 
group join and leave requests are handled locally. Additionally, the multicast tree in 
Bayeux consists of the routes from the root to each destination, while in Scribe the tree 
is composed of the routes from each destination to root. Consequently, messages  
traverse less long links near the root in Scribe. These two architectures show us the 
benefit of distributed-hash table (DHT) to locate node and values. That spurs us to de-
velop content advertisement protocol and content discovery protocol on kademlia, a 
peer-to-peer information system based on the XOR metric. 

The two last above architectures can find neighbour nodes (in logic) and files quickly 
but they don’t take consider of the underlying network structure. Two nodes near in 
logic ID can be very far each other. As a result, that will cause long latency and degrade 
the quality of a media streaming service. Recently, some researchers attribute to exploit 
underlying network topology data to construct efficient overlays. LCC [8] is one of 
these projects. It consists of two phases: a locating phase and an overlay construction 
phase. The first one is based on an accurate and scalable global position technique. 
Using partial knowledge of location-information for participating nodes, the algorithm 
consists in locating the closest existing set of nodes (cluster) in the overlay for a new-
comer. Secondly, the multicast overlay construction phase builds and manages a topol-
ogy-aware clustered hierarchical overlay so as to optimize the average end-to-end delay. 
This scheme shares the same idea of E-Cast topology construction protocol among 
ESNs to avoid initially randomly-connected structures and construct a topology having 
less latency. 

Finally, Table1 provides a comparison of the main features of the discussed P2P sys-
tems and protocols. The criteria are chosen in order to suit live media applications. 

Table 1. Features comparison of P2P systems and protocols for the support of live media 
streaming 

Protocols Narada OMNI Bayeux Scribe LCC Ecast 

Underlying network topology-
aware 

Y N N N Y Y 

Distributed control (scalable) N Y Partial Y Y Y 
Proxy-based N Y Y Y Y Y 
Content advertisement protocol N N Y Y N Y 
Content discovery protocol N N Y Y N Y 
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3   E-CAST System Architecture 

In this paper we propose E-Cast, an efficient, source-specific, scalable, overlay multi-
cast system. This system consists of a set of devices called E-Cast Service Node (ESN) 
and one managing device called E-Cast Service Manager (ESM). ESNs are distributed 
in the network and provide efficient data distribution services. They not only transport 
the media-streaming but also can cache the media files according to some given criteria. 
The ESM coexists with service provider and manages the service of those ESNs. Four 
actors are connected by ESNs or ESM in E-Cast: Content Consumer (CC), Content 
Provider (CP), Service Provider (SP) and Network Provider (NP).  A CC subscribes 
with SP to get media-streaming transported or cached by ESNs. A CP publishes its hot 
and new media information at SP and distributes the information to ESNs, and sends the 
media packets to a large number of CCs through ESNs. An SP is in charge of the man-
agement of the services delivered from CP to CC through an ESM. An SP establishes 
one or several agreements previously with many CPs. Moreover, a CC can pass the 
information of a media file which it wants by SP to execute a searching among ESNs to 
find it. NPs provide physical support to CCs, CPs and SP, for example, the placement of 
ESNs. The E-Cast overall architecture is depicted in Figure 1.  

Internet 

EE--CCaasstt SSeerrvviiccee NNooddee
((EESSNN))

EE--CCaasstt SSeerrvviiccee MMaannaaggeerr
((EESSMM))

End user 

  CP Streaming servers 

 
Fig. 1. E-Cast system architecture 

4   E-CAST Overlay Protocols 

Four protocols cooperate in E-Cast system to realise a resilient, efficient, source-specific 
and scalable media overlay multicast. E-Cast topology construction protocol is in 
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charge of helping a new ESN to find a proper ESN cluster to bootstrap E-Cast service 
and clustering the ESNs which are close to each on considering underlying network 
condition. E-Cast content advertisement protocol is carried on by the content providers. 
They publish the information not only on the service provider but also on ESNs. How-
ever, the information on ESNs is different from that on the list of service provider. The 
core of this information is a hash value of the real information, and this value serves for 
a rapid, effective searching of content based on the kademlia [9] protocol. This search-
ing procedure is carried on E-Cast content discovery protocol. This protocol takes ef-
fects when one content consumer joins E-Cast system. The CC can choose a media file 
information from its subscribed SP or find a media file information distributed on ESNs 
by the searching procedure. This search can even be applied on the E-Cast deployment 
of another SP, which has already established the cooperation relationship previously 
with the scribed SP. On the basis of the information published by content advertisement, 
content discovery protocol locates the media file either on the source (CP streaming 
server) or on one of the ESN which has cached it to provide a high quality and rapid 
transporting. Finally, E-Cast overlay multicast routing protocol is in charge of con-
structing and maintaining a reliable, fault-tolerant, efficient multicast tree for a content 
session facing a large number of dynamic content consumers. Moreover, it is responsi-
ble to construct a tunnel between the content consumer and the ESN of another E-Cast 
system. 

4.1   E-Cast Topology Construction Protocol 

E-Cast topology construction protocol takes the underlying network condition in con-
sidering, clusters the ESNs which are close to each other and classifies them into two 
levels. This way can reduce the latency from the source to ESNs and balancing the 
consummation of network bandwidth. 

In E-Cast system, we adopt a similar approach of LCC protocol [8] to cluster ESNs 
so as to provide a resilient and low-latency topology to bootstrap the E-Cast system. 
There is a previously given active node called Rendezvous Point (RP) for a new ESN, 
say node A. RP can be the ESM or the ESN cluster leader recently or often connected by 
the new ESN. In general, the information of the two nodes is both known for A, A con-
tacts firstly with the known ESN cluster leader. If the ESN cluster leader is still alive 
and can still accept new ESNs, A joins to its cluster. If the ESN cluster leader has al-
ready left or is already saturated, A contacts to the ESM to obtain the identity of a ran-
domly selected boot cluster leader, B.  A measures the distance (delay) from itself to B, 
d(A,B), and then compares it with the given limited delay, Rmax. If d(A,B) < Rmax, A joins 
B’s cluster. Otherwise, B queries its all neighbour cluster representative nodes to locate 
closest clusters for A and then it sends a candidate list to A. A chooses the closest to 
measures the delay and compares, all like to B. This procedure is repeated until A finds 
a proper cluster to join or a give searching time T is reached, A creates its own cluster. 
Then A will get a cluster ID (CID) which is unique in one E-Cast and a local ID (EID) 
which is only unique in its cluster. If A has joined to a cluster, the CID is given by the 
cluster leader. If A creates its cluster, the CID will be generated randomly. The combi-
nation of CID and EID of an ESN is unique in an E-Cast system and will be used until it 
leaves the system. To be resilient, A will conserve also the information of the second 
closest ESN cluster leaders and the edge node which is in several clusters’ scope. The  
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Fig. 2. E-Cast topology construction involving ESNs 

multicast tree construction on the clusters’ leaders and interior of one cluster will be 
organised and managed by overlay multicast routing protocol. The figure 2 depicts 
the cluster structure after running  E-cast topology construction protocol. 

4.2   E-Cast Content Advertisement Protocol 

The procedure of content advertisement consists of two parts. Shortly, Content provider 
publishes its media information to service provider and distributes the information of 
contents to ESNs to support the searching procedure of the E-Cast content discovery 
protocol.  

The first part is between CPs and SP. CP updates regularly the information of its me-
dia contents database and sends it to the SP so that content consumers can look for and 
then choose what they want in the available contents at a moment. The depiction of each 
media file is complete: name, quality of media, published date, etc. At the bootstraps 
step, CP sends a complete description of the whole media content database. After that, 
CP sends regularly just the modification of its database: new media files, out of date 
files and etc. It is to avoid bandwidth waste.  

Moreover, CP distributes the information of contents to ESNs. That’s the second part 
of advertisement protocol. The principle of this part is similar to the STORE procedure 
of protocol Kademlia [9]. This step guarantees that SP can find a media file efficiently 
even if this file isn’t in SP’s local list. In this step, the depiction of a media file is a set of 
<sID, sValue, SP@, CP@, QoC, n >, called key of a media content.  “sValue” can be 
the name or a short description of a media file. “sID” is a 160bits hash value of sValue, 
uniquely identifying a media file in a E-Cast system. SP@ is the address of SP (or the 
address of ESM coexisting with SP) which has the right to manager this file. Since one 
CP can probably have contact with more than one SP. This value is used to distinguish 
different SPs and will be useful for the cooperation between SPs. The “CP@” is the 
address of a content provider server. “QoC” is the quality of content, a description of 
quality of this media file in terms of resolution. This description can be just a degree 
number, like (1 to 10), the higher resolution a media file has, the higher degree it should 
be set. The norm which evaluates a content quality should be unified for all the content 
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providers previously. A media file quality is evaluated automatically on basis of the 
norm and then a QoC degree corresponding is set in the key. “n” is a caching start 
switch counter for registering the amount of downloading of this file. This value is very 
important for start ESN caching function. It is initialized to 0 and augmented by 1 if and 
only if when this file is downloaded and also the ESN is in the multicast tree of this file 
downloading. When “n” reaches to a given value, which means that this file is enough 
“hot” for this ESN, this ESN begins to cache this media. The caching start value can be 
set manually. For the ESNs which have great storage capacity, the caching start value 
can be set very small. “n” starts to decrease if the content doesn’t pass any more for a 
given time. When a maximum limited time reached, the content will be removed from 
the ESN for save the space for other new hot media files. One key is stored on ESNs 
with EIDs “close” to the sID in their exclusive or value. 

4.3   E-Cast Content Discovery Protocol 

A CC can acquire the media information by two ways. The simpler case is to choose the 
content which has already had the information in a list of the SP. In this case, a client 
will be redirected to a proper ESN. In another case, CC can search the content for the 
reason either the current version of this media is not satisfied or the content it needs is 
not yet known for the SP. In this case, a searching procedure will be carried on firstly 
among ESNs which conserve the information of contents in a distributed way. And 
then, if the searching result is positive, a list of information of contents will be returned 
to client to choose. CC can choose a proper version based on its hardware ability. For 
example, it can choose a high resolution video if it has enough bandwidth resource. 

E-Cast content discovery protocol takes effects on both of the two cases. It works 
similarly to the FIND-VALUE procedure of protocol Kademlia [9]. We present the 
second case the first. In the second case, the content information entered by CC is 
hashed to a 160bits value, called SearchValue (SV). A searching procedure starts at the 
same time in all of the clusters to look for an ESN which has EID closest to SV. And 
then, each cluster returns the information of its ESN which has the closest file informa-
tion and the related file information registered on this ESN to SP. 

4.4   E-Cast Overlay Multicast Routing Protocol 

An ESM coexists with one service provider. It is responsible for computing the multi-
cast tree for one content session whose source is on a content provider or on an ESN 
which has cached the content. Specially, it contacts regularly with ESN cluster leaders 
to get the fresh information of ESN which has cached “hot” media to updates its local 
information. In the part of an ESN, it knows its neighbour ESNs and all its local content 
consumers. Moreover, the ESN reports regularly its information about “hot” media to its 
cluster leader. 

5   Performance Evaluation 

We simulated the E-Cast topology construction protocol on the PeerSim simulator. 
Since the importance of this protocol is its two-level cluster structure which takes  
consider of the underlying network condition. We especially evaluated its efficacy in 
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reducing latency and in balancing link charge. The underlying network topologies were 
given randomly to insure the reliability of evaluation. 

5.1   PeerSim Simulator 

There are many simulators for evaluating a new protocol, like Narses, 3LS, NS2, Peer-
Sim, etc. Each of them has its advantages and disadvantages. PeerSim simulator is sim-
ple to simulate a scalable network topology, which can reach to 106 nodes, and has a 
graph factory to produce varied network topologies. Those characters are suitable to 
evaluate the efficacy of E-Cast topology construction protocol. PeerSim has been devel-
oped with extreme scalability and support for dynamicity in mindOur simulation is to 
evaluate the efficacy of the two-level cluster topology construction on the scalable net-
work, and besides, we need to compare the longest propagation time from the source to 
terminals for unicast and two overlay multicast architectures (E-Cast and Narada), so 
the underlying network condition should be kept the same. For all these reasons, the 
cycle-based engine was chosen. Benefiting on the graph generator of PeerSim, after 
some modifications, one underlying network topology can be produced randomly each 
time and our experiments were carried on these random topologies to get a result more 
accurate. The figure 3 is a network topology example with 100 terminals and 5 ESNs. 
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Fig. 3. An example of E-cast network topology 

In this graph, the point aimed by one or several arrows represents a terminal (content 
consumer). The point reached by arrows and also from which starts one or several ar-
rows represents an proxy node (a router for the unicast or an ESN for E-Cast and Na-
rada-). The points has just arrows setting out from it represents an original media source. 

5.2   Simulation Model 

The experiments were carried on the random network topologies which has one original 
media source. For each topology, we simulated three transport architectures: (1) unicast, 
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(2) E-Cast and (3) Narada-. To insure the reliability of evaluation, we tested 10 times for 
each architecture and the average of results of 10 times was taken as the final result.  

Model assumptions are the followings:  

1) The Euclidean distance between two directly connected nodes was considered 
as the IP packet transfer delay on this link. For example, if terminal node 25 
connects directly with proxy node 3, and the Euclidean  

2) Distance between proxy 3 and terminal 25 is 12 units of distance, the delay from 
proxy 3 to terminal 25 is 12 ms. And if node 25 connects with proxy 5 passing 
by proxy 3, and the distance between proxy 5 and proxy 3 is 30 units of dis-
tance, the delay between proxy 5 to terminal 25 is 42 ms.  

3) Since packet loss is not evaluated in the E-Cast topology construction protocol, 
it was assumed that all the terminals can always receive one duplicate of packet 
by one or a series of proxies even if there is a limit serving amount for one 
proxy. And there is no congestion in the system. 

4) The amount of terminals served by a proxy is limited to avoid all or most of ter-
minals concentrated to one or several proxies. But as mentioned in 2), it doesn’t 
cause an isolated terminal. 

Another condition to guarantee that we can compare the results of three architectures 
is that the algorithm to find the shortest path is always greedy algorithm. In unicast, we 
used it to find the shortest path from the source to each node. In Narada-, we used it to 
find the nearest proxy for terminals and nearest proxy neighbour for proxies. In E-Cast, 
it was used to find the nearest ESN for terminals, the nearest cluster leader for ESN and 
the shortest path to the source for a cluster leader.  

Two parameters were tested: 

1) MAX_DELAY: The longest delay from the source to the terminal in the short-
est path so that all the terminals receive a duplicate of a packet. This parameter 
is used to evaluate the effect on reducing the latency of E-Cast. 

2) MAX_NUMBER_DUPLICATE: The maximum number of duplicate of one 
packet passed on one link in order that all the terminals get one. This parameter 
is to evaluate the capability in balancing network charge of E-Cast. 

We evaluated two scenarios: 

1) Scenario A: the number of terminals was set on 100, 200, 500, 1000,. The num-
ber of proxy was fixed on 50. And for E-Cast, the number of cluster was fixed 
on 5;  

2) Scenario B: the number of proxy began from 5, augmented by 5 for each ex-
periment, until 50. The amount of terminals was fixed on 1000. For E-Cast, the 
cluster number is fixed to 5; 

5.3   Results Analysis for Scenario A 

In this scenario, the number of proxies was fixed to 50, which means there are 50 
routers in unicast, 50 ESN in E-Cast and 50 ESN in Narada-. The 50 ESNs of E-Cast 
were grouped into 5 clusters.  

The figure 4(a) depicts the MAX_DELAY change with the augment of number of 
terminals. Since the amount of terminals served by a proxy is limited, the shortest path 
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Fig. 4(a). Maximum transmission delays VS numbers of end-terminals 
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Fig. 4(b). Media Packets duplication VS numbers of end-terminals 

for the farthest terminal is logically extended with the augment of number of terminals. 
That’s the reason for which the MAX_DELAY in tree architectures are increased. As  
we know, in unicast, there is always only one source to get media packet: the original 
source. As a result, one duplicate packet begins always from original source and arrives 
to one terminal finally. However, in E-Cast and Narada-, the ESNs serve also as a media 
source, the packet can be acquired directly. Consequently, the MAX_DELAY in unicast 
is much longer than that of E-Cast and Narada-. Between E-Cast and Narada-, E-Cast 
can be still better because the ESNs have been clustered according to their locations in 
underlying network. 

The same character is proved on the effect of MAX_NUMBER_DUPLICAT in the 
figure 4(b). With the augment of terminals, more and more duplicates of packet were 
transferred on the shortest path of each terminal. In unicast, the duplicates starts always 
from the original source, the routers near to the source is heavily charged. They have to 
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transfer the packets for their own serving terminals, and at the same time have to  
transfer those just passing by them. In E-Cast and Narada-, the links become also busier 
but much more softly since ESNs can produce the duplicates. In fact, their augmentation 
of MAX_NUMBER_DUPLICATE is most caused by the augmentation of local termi-
nals. Between E-Cast and Narada-, the same reason in 4(a), since the shortest path is 
improved by cluster the nearby ESNs, the repeating link is consequently reduced. 

5.4   Results Analysis for Scenario B 

In this scenario, the terminal amount is fixed to 1000, and the cluster amount for E-Cast 
is fixed to 5, we change the number of proxies to evaluate. 

The figure 5(a) depicts the different influence on the MAX_DELAY. The augmenta-
tion of proxies has great significance for unicast to reduce MAX_DELAY. More routers 
exist in the system, one terminal can find a closest router to attach with more possibili-
ties. As a result, the curve for unicast decline greatly with the augment of amount of 
routers. However, since the packet starts always from the original source, the 
MAX_DELAY is always much greater than those of E-Cast and Narada-. Like in the 
Scenario A, the curve of MAX_DELAY of E-Cast and Narada- change very softly, in 
this scenario, they are still not sensible to the change of amount of ESNs. It is because 
each ESN can be considered as a source, and terminals always look for the nearest 
source, E-Cast and Narada- are very adaptable to the amount of terminal change.  

The figure 5(b) depicts the different effects on MAX_NUMBER_DUPLICAT. The 
tree architectures are all sensitive to the augment of proxy because the more often a link 
is chosen to be the shortest path or part of the shortest path, it is more charged. As a 
result, when the number of proxy is augmented, the charge of the busiest is lightened 
and shared to the others. In E-Cast and Narada-, ESNs share the charge with the original 
source, so the MAX_NUMBER_DUPLICATE is already much smaller than that of 
unicast. Between E-Cast and Narada-, the cluster leaders of E-Cast can redistribute the 
charge even better, therefore, E-Cast has the best result. Nevertheless, since terminals 
connect always with the closest proxy, the rate of improvement is decreased and the 
advantage of augmenting proxies will be lost in the end.  
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Fig. 5(a). Maximum transmission delays VS numbers of ESN proxy nodes 
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Fig. 5(b). Media Packets duplication VS numbers of ESN proxy nodes 

6   Future Work 

The E-Cast system is currently adapted for Video-on-Demand (VoD) service. The mul-
ticast transport takes its advantage when ESNs starts to cache media packets. However, 
in fact, it is simple to be adjusted for live streaming, like IPTV, IP radio etc. The only 
modification is some of parameters of the key in E-Cast content advertisement protocol. 
We can replace the information of the content by that of a session in the “sValue”. This 
value can be the combination of a short description of a media file and its showing time 
or schedule. In fact, the disadvantage of some software of IPTV, like PPStream [11], 
TVCool [12] has shown such a function is very necessary to provide a flexible and 
satisfactory service. On the two systems, the content is repeated for some days and then 
is renewed. But a content consumer is always passive to get their media streaming and 
even cannot know the rate of advance. It merely doesn’t matter for the people who pass 
all their time watching it.  The adaptive E-Cast will be able to let a content consumer to 
find out all of relative sessions thank to the E-Cast content discovery protocol (called 
session discovery protocol will more accurate in this case) and choose the most suitable 
one according to his spare time. 

In addition, since ESNs are able to cache the media. This character provides us a pos-
sibility to break the single source limit and develop a multi-source model to improve 
video transport quality and fault tolerant ability on basis of some pre-research works, 
like [13]. 

7   Conclusion 

A novel overlay multicast service management system called E-Cast is designed and 
evaluated in order to efficiently distribute video streams over multiple and converging 
wired and wireless network domains. The proposed system automatically locates and 
clusters newly deployed overlay service proxy nodes named ESNs. The associated 
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overlay topology construction protocol is presented and evaluated. Compared to the 
well known NARADA system, E-cast is able to considering the underlying network 
topology to get low latency and balancing the packets transmission charge for the sup-
port of scalable and efficient audiovisual services (IPTV, VoD). With VoD services, 
ESNs are able to cache “hot” media files and share the downloading burden of the 
original source. The E-Cast content advertisement protocol and discovery protocol 
based on Kademlia protocol ensures that available media files can be quickly shared and 
located by end-users. Performance evaluations are carried out using simulation (Peer-
Sim) including comparison with unicast transmission and the P2P Narada system. The 
evaluation results prove that E-Cast has advantage in reducing the latency and balancing 
the network traffic load. 
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Abstract. Differentiated routing is an approach to providing service differentia-
tion in networks, a field that is currently receiving significant research attention.  
In this report we present an algorithm, namely Intra-Domain Differentiated 
Routing (IDDR), which supports qualitative delay differentiation in IP net-
works. We review existing differentiated routing approaches and then introduce 
IDDR and present initial results. We demonstrate that using IDDR we can 
achieve qualitative delay differentiation for two classes of flows. 

1   Introduction 

The demands placed on computer networks continue to increase, with increased de-
velopment of multimedia applications and distributed data processing and retrieval 
systems. These different applications place different requirements on the underlying 
network. The need for this quality of service (QoS) differentiation has led to the de-
vising of mechanisms which consider flows’ requirements before routing them on the 
network. 

The most popular QoS parameters that are relevant for packet-level traffic charac-
teristics are latency, jitter and loss probability, and also bandwidth. Streaming multi-
media may require guaranteed bandwidth to ensure that a minimum level of quality is 
maintained. IP telephony, Voice over IP (VoIP) and video teleconferencing (VTC) 
require strict limits on jitter and delay. Low delay is essential as it reduces the lag 
imposed by unforeseen network conditions. Video also requires a low packet drop 
rate since a single packet loss can give rise to unwanted artefacts on the screen which 
degrades the video quality.  This paper focuses on delay as the QoS metric. 

QoS in IP networks has traditionally been provided using differentiated forward-
ing. Packets from flows that require different QoS are routed along the same paths but 
are given different forwarding treatment.  Packets assigned higher priority (high QoS 
packets) are forwarded faster than best-effort (BE) packets.  Differentiated forwarding 
has historically been based on one of two frameworks, namely Integrated Services 
(IntServ) and Differentiated Services (DiffServ).  Integrated Services works on a per-
flow basis, i.e. it serves each flow differently according to its needs. Differentiated 
services classify all flows entering a network into one of a predefined number of QoS 
classes. Differentiated forwarding has not been widely implemented since it has  
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generally been perceived by both the research community and network operators to be 
too complex. 

Differentiated routing is an alternative that is currently receiving attention and is 
the focus of the work described in this paper. Using differentiated routing, packets of 
different QoS classes follow different paths to their destinations. In the literature there 
are papers where it is claimed that differentiated routing can be used to improve the 
performance of a network in terms of delay compared to a network running pure 
Shortest Path First (SPF) routing algorithms [2, 4, 5, 6].  

There are two major concerns regarding differentiated routing in an IP environ-
ment. Firstly, by routing flows through alternative longer paths we increase the net-
work load, because any individual flow is using more of the network’s resources.  
Secondly, if each router dynamically chooses the next hop independently for each 
packet to a given destination, undesirable traffic shifts may occur which might in turn 
lead to service degradation.  This for example might result in out-of-order delivery of 
TCP packets, causing a drop in goodput; or it might result in significant jitter in UDP 
packet delivery, reducing the effective QoS.  We overcome this issue by routing 
packets of the same flow through the same path.  

It is the key hypothesis of the research described in this paper that differentiated 
routing provides a promising platform for the delivery of QoS.  Our objective is to 
develop mechanisms for differentiated routing for quality of service while minimising 
or avoiding the two potential drawbacks described above. 

In this paper it is shown that differentiated routing can be used to provide delay 
differentiation between two classes of flows.  Our algorithm, Intra-Domain Differen-
tiated Routing (IDDR), is based on the Shortest Path First with Emergency Exits 
(SPF-EE) algorithm originally developed by Wang and Crowcroft as a mechanism for 
avoiding congestion [1].  We here extend the algorithm and refocus it for delay-based 
QoS.  In Section 2 we consider previous approaches to QoS using differentiated rout-
ing and generally improvements in network performance achieved using differenti-
ated routing.  Section 3 describes the IDDR algorithm. Section 4 describes results 
from a simulation of IDDR, showing the feasibility of delay differentiation using 
differentiated routing. Finally, Section 5 provides conclusions and describes future 
work which would improve IDDR’s performance. 

2   Related Work 

This Section reviews a number of algorithms that have been used either for intra-
domain service differentiation or for optimised network performance as regards delay 
and resilience. We initially discuss algorithms that are intended to run on plain IP 
environments; these are followed by algorithms that make use of Multi-Topology 
Routing (MTR), and finally those intended for MPLS enabled networks. 

2.1   IP-Based Routing 

Wang and Crowcroft in [2] consider the problem of finding paths that satisfy multiple 
constraints.  Both single mixed metric and multiple metric solutions have been evalu-
ated.  A single mixed metric is a function of two or more metrics, such as delay and 
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bandwidth, and can only be used for qualitative QoS at best since it acts only as an 
indicator in path selection.  Multiple metric solutions constitute an NP-complete prob-
lem when two or more additive or multiplicative constraints are combined. It is shown 
that it is computationally feasible to utilize bandwidth with any one other additive or 
multiplicative constraint i.e. this is not an NP complete problem. QoS algorithms that 
could be integrated in the widely used Open Shortest Path First (OSPF) [3] protocol 
are presented in [4]. These algorithms differ in complexity with accuracy being the 
trade-off, and consider only bandwidth and hop-count. In [5-6] Sahoo presents a Load 
Sensitive Routing (LSR) algorithm using alternate paths. Although the paper’s title 
refers to QoS, the work does not appear to provide service differentiation among 
groups of flows; instead, it is shown that LSR outperforms OSPF when it comes to 
delay and jitter. 

2.2   Multi-topology Routing 

Multi-topology routing (MTR) has several planes, with different link weight configu-
rations for the single network topology; this yields as many routing topologies.  MTR 
is considered to be very effective for network resilience by Menth et al. [7]. In their 
work they point out that currently resilience in IP networks relies mainly on reconver-
gence after a node failure via the periodic exchange of link state information. MTR 
offers improved resilience by providing backup paths in case of node failures.  Gjess-
ing [8] presents two existing methods for network resilience in IP networks, both of 
which make use of backup topologies, namely Resilient Routing Layers (RRL) and 
Multiple Routing Configurations (MRC) [9-10].  The difference between those ap-
proaches is that RRL omits certain links in backup topologies while MRC sets a high 
link costs to them. MTR is being considered as an approach for differentiated routing 
based on the notion of Network Planes [11]; these may be interconnected across mul-
tiple domains to create Parallel Internets that provide differentiated QoS. 

2.3   MPLS-Based Algorithms 

MPLS was originally developed to provide faster packet forwarding than traditional 
IP routing [12].  Xiao et al. [13] describe a path computation algorithm using Con-
straint Based Routing (CBR) which works both online and offline.  A QoS routing 
scheme using MPLS is presented in [14].  The algorithm utilizes both routing and 
forwarding differentiation.  To account for delay and jitter, Weighted Fair Queuing 
has been used. Routing differentiation is used for network resilience, but unfortu-
nately the authors do not provide comparison with any well established routing proto-
col.  Wang [15] presents another algorithm which performs service differentiation 
according to bandwidth.  The assumption is that all packet-level service requirements 
such as delay, jitter and packet loss rate can be translated into an equivalent band-
width requirement.  The algorithm describes the importance of critical links: the im-
pact of one Label Switched Path (LSP) request on future LSP requests needs to be 
considered.   In [16] Calle et al. present an algorithm that is based both on failure 
probabilities and failure impact of particular segments in a network.  Even though it 
has proved to be useful it is based on statistical data regarding network failures and 
therefore cannot handle unpredictable traffic behaviour.   
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3   Intra-Domain Differentiated Routing (IDDR)  

In this Section we present our algorithm, IDDR, which provides service differentia-
tion in terms of delay.  The algorithm is based on Shortest Path First with Emergency 
Exits (SPF-EE) [1].  The latter is intended to improve network resilience, as it modi-
fies plain Shortest Path First (SPF) routing in the event of congestion. SPF-EE is 
dynamic and highly adaptive to network changes.  The algorithm requires routers to 
keep routing trees of all neighbouring routers, in order to create on-demand alterna-
tive paths for flows heading towards congested links.  SPF-EE uses these alternative 
paths - or emergency exits as the authors call them so as to avoid congestion.  Al-
though the algorithm was originally intended to address network congestion, we show 
in this paper that it can be adapted and enhanced to provide delay differentiation to 
classes of flows. We now explain SPF-EE in brief, since it constitutes the fundamen-
tals of IDDR.  We then proceed to describe our modifications to the algorithm which 
result in IDDR. 

3.1   Shortest Path First with Emergency Exits (SPF-EE) 

SPF-EE takes as its starting point conventional shortest path routing using Dijkstra’s 
algorithm.  SPF-EE then extends OSPF: each node makes use of the data available in 
the Link State Database (LSDB) and derives routing trees for itself and each of its 
neighbours.  Consider node A in Fig. 1 running SPF-EE.  Using the derived routing 
trees, the node A calculates for each neighbour the next hop of the alternative path to 
each and every destination; by browsing each neighbour’s routing tree, except the tree 
of the node that is the SP next hop, node A then checks whether the destination is on a 
sub-tree rooted under node A itself or the Shortest Path (SP) next hop.  If it is neither 
then the neighbour is considered to be the next hop Alternative Path (AP).  Each node 
will then produce a routing table similar to the one produced using OSPF, but with 
one more field to record the alternative paths.  Fig. 1 illustrates an example of a flow 
travelling from node A to node F when link A - B is congested. Node A will browse 
the routing trees of its neighbours, omitting node B’s routing tree since B is the next 
hop of the SP from A to F.  The valid candidates for next hop of an AP are nodes C 
and D.  However, in the routing tree of node D, destination node F is on a subtree 
rooted under source node A; therefore it is invalid because if the packet were for-
warded from A to D, D would then forward the packet back to A, creating a loop.  As 
a result the only valid AP in this case is the one through node C, which can forward a 
packet on to F. 

If there is no alternative path for a specific destination a Reverse Alternative Path 
(RAP) is set up, using the following mechanism: a query message is sent to the cur-
rent node’s neighbours, which in turn look in their neighbours’ routing trees for an 
AP.  If an AP is found a reply is sent back to the current node, identifying the 
neighbour which found the AP and the next hop of the AP from the point of view of 
the neighbour node.  If a RAP cannot be found from the immediate neighbours, the 
latter send query messages to their neighbours and the procedure goes on until a RAP 
is established or it is decided that the procedure is too costly to continue.  The final 
reply message that the originating node will receive will include the whole path to the 
exit.  Upon a successful RAP establishment, RAP tables in both the current and exit 
node are updated.  
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Fig. 1. Example topology and routing trees of node A and its neighbours 

In SPF-EE, path selection (i.e. the use of either the standard SP or the AP) depends 
on the length of the outgoing queues of each node. Under normal light loading of the 
network, packets are forwarding using the standard shortest path.  However, if an 
outgoing queue of a node, e.g. outgoing queue of node A towards node B for destina-
tion F (Fig. 1), reaches a certain predefined threshold, then node A redirects the pack-
ets to the AP, in this case node C.  If the queue to the AP is also above the threshold, 
then the node looks – in real time – for a new AP and if it does not exist it tries to 
establish a RAP.  If no APs or RAPs can be found for a specific destination then traf-
fic is forwarded to the SP next hop.   

In summary, we can see that SPF-EE provides both a shortest path and one or more 
alternative paths, which in general involves more hops.  We hypothesise that this 
differentiation of paths can be used to provide delay-based differentiated routing; we 
therefore adapt SPF-EE as described in the following Section. 

3.2   IDDR: Adapting SPF-EE for QoS 

We aim to provide two qualitatively differentiated classes of QoS flows: high QoS, 
i.e. low delay; and best effort, i.e. higher delay.  The main difference between IDDR 
and SPF-EE lies in the path selection. IDDR allows best effort (BE) traffic to be 
routed only through the alternative paths (APs), while high QoS flows are routed 
through the shortest paths (SPs). If the SPs are over-utilised the additional high QoS 
flows are also allowed to use APs.  The higher cost (usually longer) paths taken by the 
BE traffic increase the total delay of the best effort flows, increasing service differen-
tiation.  To avoid problems such as out-of-order delivery of TCP packets or UDP 
jitter, packets of the same flow need to follow an identical path. 
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A feature of IDDR that results in improved network resilience is the computation 
of all APs along with the SP for each destination during network convergence (i.e. at 
the time that link state information is propagated through the network); therefore, the 
lag imposed during path selection is minimised.  A real time computation of a secon-
dary AP, as in SPF-EE, would cause further delay and possibly would result in an 
increase of dropped flows, since during computation the flows would still be routed 
through the congested link. 

IDDR works as follows.  After having received link state information about the 
network, nodes run Dijkstra’s algorithm [17] in order to calculate the shortest paths to 
all destinations. Each node builds its own routing tree and those of its neighbours. 
Each leaf of the tree consists of the node’s ID and the cost of the path from the root of 
the tree to the node, as shown in Fig. 1.  Each node will then find every available AP, 
following the procedure explained in Section 3.1.  The current node retrieves the cost 
to the neighbour which constitutes an exit and then it adds it to the cost between the 
neighbour and the destination; therefore each node can deduce the cost of each AP, if 
more than one, which are then classified and inserted to their routing table in order of 
ascending cost. 

To limit the traffic volume on links used by high QoS flows we introduce a pa-
rameter, the IDDR threshold “n”, which bounds percentage link utilisation by the 
value of “n”.  The introduction of this link utilisation gives the network operator some 
control over the delay of the high QoS flows.  The reduced shortest path traffic vol-
ume reduces the delay suffered by the high QoS flows.  This method using the IDDR 
threshold, by its nature, also reduces the throughput of the network since it effectively 
reduces the capacity of its affected links.  

The features described above have transformed a congestion avoidance algorithm, 
SPF-EE to a delay differentiation algorithm, namely IDDR. 

4   Simulation Design, Results and Analysis 

We now describe the simulation of IDDR.  The software, used to simulate the opera-
tion of IDDR in a QoS-enabled network, is implemented in C++. 

To model the delays encountered by the flows we have initially used a simple 

model from queuing theory, where the arrival time λ
1  and service time µ

1  are 

negative exponentially distributed (Poisson process).  For each outbound link in each 
node we model the link delay as a function of link utilisation and link capacity using 
the following formula: 

ρ−
ρ=

1
t q  (1) 

where: µλρ /=  is the link utilisation and tq is the link delay. 

Whilst this simple model does not take account of the typical heavy tail distribu-
tion found in Internet traffic flow [18], it nonetheless provides useful initial insights 
into the performance of the proposed IDDR algorithm. 
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4.1   Test Topologies 

The topologies used to generate our results are: (a) five random topologies created by 
the BRITE topology generator [19], (b) the test topology by Calle [20] depicted in 
Fig. 12, and (c) the real topology of the Géant research network [21].  The Géant 
Topology is of particular interest since it is a real-world network, which implies that 
its settings incorporates more sophisticated TE, even if that has the objective of opti-
mising the SPF algorithm operation, and not that of IDDR. 

The random BRITE topologies each consist of 30 nodes with link connectivity us-
ing the Waxman model. Each node is randomly placed in space, has at least 2 links 
attached and the link capacities take values from 10 to 100 units with those values 
being uniformly distributed.  In Section 4.3 we present the results of one of those 
BRITE topologies since results on all of them are very similar.  Calle’s topology con-
sists of 15 nodes, 5 of which are interconnected with high capacity links and form the 
core of the topology.  In particular, in Fig. 2, the bold core links have a capacity of 
100 units while the remaining links each have a capacity of 50 units.  Finally the Gé-
ant topology retains all its characteristics unchanged such as the link weights and 
capacities.  

Our link weight settings for both the BRITE and Calle topologies adopt the stan-
dard traffic engineering approach of assigning the link weights for each link to be 
inversely proportional to the capacity of the link.  As mentioned above, for the Géant 
topology we use its real link capacities and link weights. 
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Fig. 2. Calle’s Topology, from [20] 

4.2   Metrics 

Before we proceed to present simulation results, we introduce the following terms: 

• Total traffic is the sum of all the data rates (bandwidths) of flows injected 
into the network; 

• QoS ratio is the percentage of total traffic that requires preferential treat-
ment, i.e. is “high QoS” or low delay traffic.  

The total traffic injected to the BRITE random topologies and Calle topology 
can vary in the simulations.  We have varied the number of flows, and the 
bandwidth of each flow, as well as the QoS ratio.  The total traffic is randomly 
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generated from any node to any other node in the case of random BRITE to-
pology. For the Calle topology we have introduced the notions of edge nodes 
and core nodes. The former are the routers that form the perimeter of the to-
pology (i.e. nodes 1-10 in Fig. 2) while core nodes are all other routers, i.e. 
those that are not on the perimeter (nodes 11-15 in Fig. 2).  Traffic in Calle to-
pology is randomly generated from any edge node to any other edge node in 
case of the Calle topology. That way we can gain insights as to how IDDR 
performs on networks that mainly handle transit traffic. For the Géant topol-
ogy a real traffic matrix from TOTEM has been used [22].  

Our analysis of the results is based on the following metrics: 
• Delay: the sum over all the links along the path used by any individual 

flow of the queuing delays experienced on each link, as given by equation 
(1) above.  This enables us to depict the extent of service differentiation 
IDDR can offer.  

• Throughput: the actual volume of traffic that is successfully passed by the 
network; because in some tests the utilisation of some links reaches the 
limiting capacity, some traffic can not be accommodated on the network. 

• Network Utilisation: defined by the following formula 

∑
∑=η

i

i

c

b
 (2) 

where η is the network utilisation, bi is the traffic volume on link i, and ci 
is the capacity of link i.  Network utilisation is therefore a measure of the 
fraction of total network resources that are being used.  It illustrates the 
demand of each algorithm on the network resources 

• Network Utilisation per Flow: the network utilisation divided by the 
throughput.  This is therefore a measure of the network resources that 
each flow consumes. 

4.3   Results 

We have run the simulations for various scenarios.  All results presented here have the 
QoS ratio set to 50%.  We have assumed that with the rapidly evolving multimedia 
applications, which flood networks with real time traffic, the ratio of the total traffic 
that will need preferential treatment will approach 50%.  The total traffic injected on 
BRITE and Calle’s topologies has been set to 2000 and 900 flows respectively. Each 
flow has a bandwidth of 1 unit. These numbers were chosen so that when SPF runs on 
those topologies both network utilizations are around 50%. In Géant Topology we 
have multiplied the bandwidth of each flow by a factor in order to achieve the desir-
able network utilization. The above settings apply for the results depicted in Figs. 3-5. 

Fig. 3 illustrates the percentage delay difference between high QoS flows and BE 
flows, given by: 

Delay difference
BE

QoS
δ

δ
−= 1  
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where QoSδ  is the mean delay of all QoS flows and BEδ  is the mean delay of all 

BE flows. This shows the percentage reduction in delay encountered by the high QoS 
flows compared to the delay encountered by the BE flows.  It is evident that in all 
cases even for an IDDR threshold close to 1 (i.e. when links carrying QoS traffic are 
allowed a high utilisation) a reasonable delay differentiation is found.  For the BRITE 
network the delay differentiation decreases significantly as the IDDR threshold in-
creases.  In the Calle topology the delay differentiation does not change substantially 
with IDDR threshold. The Géant topology delay differentiation drops for higher 
IDDR threshold values, however from threshold value of 0.4 onwards it outperforms 
BRITE topology.  It is encouraging to note that the Géant topology, a real topology, 
retains high delay differences even for high values of IDDR threshold. 

We next compare the throughput of the networks when running IDDR compared to 
their throughput with normal SPF routing.  In Fig. 4 we see that in case of BRITE and 
Géant topologies SPF routing outperforms IDDR in throughput, i.e. the SPF throughput 
is higher than that of IDDR. This is to be expected as the IDDR threshold  restricts the 
utilisation of all links which are used by high QoS flows. In Calle’s topology, however, 
the flexibility offered by APs seems to balance out the restrictions set by the IDDR 
threshold.  The IDDR threshold value of great interest though is around 0.9 (i.e. on any 
link which carries high QoS flows the link utilisation cannot exceed 0.9).  At this value 
in the Calle topology the IDDR throughput is slightly higher than that of SPF.  

In Fig. 5 we consider the network utilisation per flow, i.e. the resources consumed 
by each flow.  It is evident that IDDR consumes more resources than SPF because 
some flows take paths that have a higher cost than the least cost.  IDDR makes use of 
APs for BE flows and, in case of lack of congested SPs, for high QoS flows as well.  
This means that all the BE flows will follow paths which have a higher cost than the 
SPs, and therefore typically tend to comprise more links. Therefore it is not surprising 
that IDDR has a higher utilisation, since this is the cost-tradeoff for the delay differen-
tiation. In summary, in Fig. 5 we see that the reduced throughput in IDDR in conjunc-
tion with the increased network utilization means that IDDR is slightly more expen-
sive resource-wise than plain SPF routing.  
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Fig. 4. Throughput vs. IDDR Threshold (a) for BRITE and Calle topologies and (b) for Géant 
topology.  (The Géant topology results have been plotted on a different graph since its through-
put is much higher than that of the other two topologies). 
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Fig. 5. Network Utilisation per flow vs. IDDR threshold (a) for BRITE and Calle topologies 
and (b) for Géant topology 
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Fig. 6. Delay vs. throughput graph for (a) BRITE and (b) Calle topologies for IDDR threshold 
set to value 0.9 and total traffic in the range of 200-2100 flows. 

Finally, in Fig. 6 we compare IDDR with OSPF for their delay as a function of 
throughput.  In the case of the Calle topology IDDR keeps the delays of high QoS 
flows significantly lower than SPF flows for a wide range of throughput and from 450 
flows onwards delays of BE flows are significantly lower as well. However, in the 
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case of the BRITE topology delay of BE flows is constantly higher than that of the 
flows in SPF, while high QoS flows are only slightly better than SPF flows in terms 
of delay.  Nevertheless assuming that the best-effort traffic is mainly non delay-
sensitive traffic, it is evident that IDDR is a promising solution for service differentia-
tion in a network. 

5   Conclusion 

In this paper we have presented an algorithm for delay differentiation and tested it 
through simulation using a simple delay model from queuing theory.  We have found 
significant qualitative delay differentiation by using IDDR. The network throughput is 
reduced only slightly compared to standard SPF routing.  We believe that both 
throughput and delay differentiation could be further improved by performing traffic 
engineering on the network optimised for IDDR.  In addition a future more refined 
simulation of the algorithm, using a package such as Network Simulator 2 (ns-2), that 
accounts for more complex queuing models and source packet modelling, would give 
us more advanced insights into the operation of IDDR. 
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Abstract. This paper presents an OSPF routing optimization frame-
work taking into account a set of multiconstrained QoS requirements
of the networking domain. The proposed optimization approach, based
on Evolutionary Computation, is able to handle network scenarios with
both unicast and multicast traffic, providing high quality configurations
for single-topology or multi-topology routing approaches. The results
clearly show the effectiveness of the devised optimization methods, al-
lowing for the development of management tools automatically providing
enhanced configurations to improve the QoS performance of the network.

1 Introduction

Nowadays, TCP/IP networks are facing the challenge of providing effective sup-
port to a number of advanced services with strict QoS requirements. Services
such as Interactive TV, virtual reality, video-conferencing or video surveillance
are examples of services that would gain from QoS enabled multicast content
delivery. An effective network support to these services requires data delivery
with minimal loss along with acceptable end-to-end delays, an even more crucial
issue considering the cases of interactive applications requiring strict commit-
ments regarding round-trip time delays. Another relevant point is the fact that
the widespread use of multicast has never occurred in the Internet. However,
in closed TCP/IP networks, where its scalability problems are not a deterrent,
multicast has been used to support some advanced services.

In this context, Traffic Engineering (TE) techniques can be used to improve
network performance by achieving near-optimal configurations for routing pro-
tocols. TE approaches can be classified into: Multi-Protocol Label Switching
(MPLS) [3][2] and pure IP-based intra-domain routing protocols. In the case of
MPLS, packets are encapsulated with labels at ingress points, that can be used
to route these packets along an explicit label-switched path. However, the use of
MPLS presents significant drawbacks when compared with traditional IP rout-
ing mechanisms. As regards intra-domain routing protocols, the most commonly
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used today is Open Shortest Path First(OSPF)[12]. Here, the administrator as-
signs weights to each link in the network, which are then used to compute the
best path from each source to each destination using the Dijkstra algorithm [4].

A number of studies have proposed TE procedures which optimize the weights
of intra-domain routing protocols to achieve near optimal routing, taking as
input the expected traffic demands. This was the approach adopted by the work
of Fortz and Thorup (2000) [6] which proposed some local search heuristics to
deal with this NP-hard problem. Another approach was the use of Evolutionary
Algorithms (EAs) to improve these results [5]. Additional research has been
carried out with the objective of pursuing multiconstrained QoS optimization
for unicast traffic [11].

In this paper, EAs are employed to provide network administrators with OSPF
weights able to optimize network behaviour, taking simultaneously into account
unicast and multicast demands of a given domain (for an example see Fig. 1). The
conducted study considers two distinct scenarios: (i) optimizing overall network
congestion or (ii) optimizing both the overall network congestion and end-to-end
delays for multicast traffic.
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Fig. 1. Example of a network scenario

This work is based on the reasoning that in the optimization process both the
unicast and multicast demands should be considered simultaneously, in contrast
with previous work where optimization is performed in two distinct phases, the
first for unicast traffic and the second devoted to multicast optimization [13]. Fur-
thermore, it presents a novel approach that allows the simultaneous optimization
of the overall network congestion and multicast end-to-end delays, considering
scenarios that use traditional OSPF weights and also the possibility of using a
multi-topology approach where two layers of weights are considered.

2 Problem Formulation

2.1 Unicast Traffic

In this section, a model for minimizing congestion in a network only with unicast
traffic demands will de described. This is based on the framework proposed in
[6]. The general routing problem [1] that underpins this work represents routers
and links by a set of nodes (N) and arcs (A) in a directed graph G = (N, A).



Multiconstrained Optimization of Networks 141

In this model, ca represents the capacity of each link a ∈ A. A demand matrix
D is available, where each element dst represents the traffic demand between
nodes s and t. For each arc a, the variable f

(st)
a represents how much of the

traffic demand between s and t travels over arc a. The total unicast load la,
the link utilization rate ua and the congestion measure Φa for arc a are given
in Equations 1, 2 and 3, where p is a penalty function that has small values
near 0, but as the values approach the unity it becomes more expensive and
exponentially penalizes values above 1 [6].

In OSPF, all arcs have an integer weight, used by each node to calculate the
shortest paths to all other nodes in the network, using the Dijkstra algorithm [4].
The traffic from a given source to a destination travels along the shortest path.
If there are two or more paths with equal length, traffic is evenly divided among
the arcs in these paths (load balancing) [9]. Let us assume a given a weight
assignment, and the corresponding values of ua. In this case, the total routing
cost is expressed by Eq. 4 for the loads and penalties calculated based on the
given OSPF weights. In this way, the OSPF weight setting problem is equivalent
to finding the optimal weight value for each link, in order to minimize Φ. The
congestion measure can be normalized (Φ∗) over distinct scenarios to values in
the range [1,5000]. It is important to note that in the case when all arcs are
exactly full (la = ca), the value of Φ∗ is 10 2

3 , a value that will be considered a
threshold that bounds the acceptable working region of the network.

la =
∑

(s,t)∈N×N

fst
a (1) ua =

la
ca

(2) Φa = p(ua) (3) Φ =
∑
a∈A

Φa (4)

2.2 Multicast Demands

A model that considers minimizing congestion only considering multicast traffic
in the network will be described, that is based on the work by Wang and Pavlou
(2007) [13]. If there are unicast and multicast demands, this model can be used
to perform a two-step optimization process (explained in Section 3.2). The mul-
ticast demands are given for a set of G groups, where for each group g ∈ G the
following parameters are defined: a root node rg, a bandwidth demand Mg and
a a set of receivers (Vg). The multicast optimization problem is typically defined
as the computation of a bandwidth constrained Steiner tree, with the objective
of minimizing overall bandwidth consumption, using integer programming. The
target is to instantiate a number of binary decision variables: yg

a, are equal to 1 if
link a is included in the multicast tree for group g; and xg,k

a are equal to 1 if link
a is included in the multicast tree for group g, in the branch from the root node
to receiver k. The objective is to minimize the overall bandwidth consumption
(L1) as expressed by Eq. 5.

L1 =
∑
g∈G

∑
a∈A

Mgy
g
a (5)

The deployment of the obtained Steiner trees can be enforced by using an
explicit routing overlay, through MPLS on a per-group basis. An alternative
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with some advantages, previously discussed, is to consider that the routing will
be achieved by using an intra-domain protocol such as OSPF. In this case, the
tree for a given group will be built from the shortest paths between the root
node and each receiver. Therefore, the values assigned to yg

a variables will be
computed as follows: yg

a is equal to 1 if link a is in the shostest path from the
root node g to at least one of the receivers in Vg, and is equal to 0 otherwise.

In previous work [13], EAs have been proposed to optimize OSPF weights for
multicast traffic. The objective function used in this case is based on the overall
network load (L1) but also on the excessive bandwidth allocated to overloaded
links (L2), that can is given by:

L2 =
∑
a∈A

[wa

∑
g∈G

(Mgy
g
a) − ca] (6) wa =

{
0, if

∑
g∈G Mgy

g
a ≤ ca

1, otherwise
(7)

The EA’s fitness is, therefore, given by:

f(L1, L2) =
µ

αL1 + βL2
(8)

where µ, α and β are constants, whose values are set to 107, 1 and 10 respectively.

2.3 Unified Congestion Model with Unicast and Multicast Demands

In this work, a unified approach will be proposed that is able to reach OSPF
weights that optimize the network congestion measure, simultaneously consid-
ering unicast and multicast demands. In this case, the multicast load mla for a
given link a is given by Eq. 9.

The values of yg
a will be calculated from the OSPF weights as explained in the

previous section. So, the total load on a given arc a is given by la = mla + ula
where ula is the unicast load in arc a (given by la in the previous section). It
should noted that la here takes the meaning of the total load in the network,
while in Section 2.1, la is only used for unicast loads since in that case those were
the only loads considered. After calculating the overall values of la for all links,
the process proceeds as described in Section 2.1, in order to reach the normalized
congestion measure Φ∗. Another interesting measure of the network performance
in this scenario is the excessive bandwidth in overloaded links (BOL). This is
a generalization of L2 but now applied to the global loads and not only to the
multicast traffic. (Eq. 10).

mla =
∑
g∈G

Mgy
g
a

(9)

BOL =
∑
a∈A

za(la − ca)

(10)
za =

{
0, if la ≤ ca

1, otherwise
(11)

2.4 Modeling Delays in Multicast Traffic

In this section, the previous model is enriched by considering also end-to-end
delays associated with multicast traffic. Delay requirements were defined at the
group level: a maximum allowed delay mdg is defined for each group g, that
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is applied to every pair (root, receiver) in that group. This means that the
maximum allowed delay must be respected for all receivers.

A cost function was developed to evaluate the delay compliance for each sce-
nario. The delay compliance ratio for a given receiver k in a group g is defined
as in Eq. 12 where s is the root node rg and t is the receiver k of group g. In this
expression, Delst stands for the average delay of the traffic between the nodes s
and t, a value calculated by considering all paths between s and t with minimum
cost and averaging the delays in each. The delay in each path is the sum of the
propagation delays in its arcs and queuing delays in the nodes along the path.
Note that in some network scenarios the latter component might be neglected
(e.g. if the propagation delay component has an higher order of magnitude than
queuing delays1).

A penalty for delay compliance can be calculated using function p (γkg in Eq.
13). This, in turn, allows the definition of a delay minimization cost function,
given a set of OSPF weights (w) (Eq. 14) where the γkg(w) values represent the
delay penalties for each end-to-end path, given the routes determined by the
OSPF weight set w.

dckg =
Delst

mdg
(12) γkg = p(dckg) (13) γ(w) =

∑
g∈G

∑
k∈Vg

γkg(w) (14)

This function can be normalized dividing the values by the sum of all mini-
mum end-to-end delays (for each pair of nodes the minimum end-to-end delay -
minDelst - is the delay of the path with minimum possible overall delay):

γ∗(w) =
γ(w)∑

g∈G

∑
k∈Vg

minDelst
(15)

where, as before, s is the root node rg and t is the receiver k of group g.
It is possible to define a new optimization problem that is multi-objective,

where the aim is to find the set of OSPF weights (w) that simultaneously mini-
mizes the functions Φ∗(w) and γ∗(w). The algorithms described in the following
sections use a linear weighting scheme where the cost of the solution is given by:

f(w) = αΦ∗(w) + (1 − α)γ∗(w), α ∈ [0, 1] (16)

This scheme is effective since both cost functions are normalized in the same
range and the parameter α can be tune the trade-off between both components.

3 Optimization Algorithms

3.1 Evolutionary Algorithms

Evolutionary Algorithms (EAs) [8] are a popular family of optimization meth-
ods, inspired in the biological evolution. These methods work by evolving a
1 In this work experiments the network queuing delays at each network node were not

considered. However, if required, they might be approximated resorting to queuing
theory and taking into account the scheduling mechanisms in use and the capacity
and utilization rates of the output links of the network nodes along the path.
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population, i.e. a set of individuals, each encoding solutions to a target prob-
lem in an artificial chromosome. Each individual is evaluated through a fitness
function, that assigns it a numerical value, corresponding to the quality of the
encoded solution. EAs are stochastic methods due to their selection process.
In fact, individuals selected to create new solutions are taken from the popula-
tion using probabilities. Highly fit individuals have a higher probability of being
selected, but the less fit still have their chance.

In the proposed EA, each individual encodes a solution in a direct way, i.e.
as a vector of integer values, where each value corresponds to the weight of an
arc in the network (the values range from 1 to wmax). Therefore, the size of
the individual equals the number of links in the network. If multiple topologies
are used, i.e. different sets of weights for unicast and multicast, the size of the
individual is twice the number of links and the two sets of weights are encoded
linearly, i.e. the first L genes encode the weights for unicast traffic, while the
latter L links encode the weights for multicast (L is the number of links).

The weight values for individuals in the initial population are randomly gen-
erated, taken from a uniform distribution. In order to create new solutions,
several reproduction operators were used, more specifically two mutation and
one crossover operator: i) Random Mutation, replaces a given weight value by a
random value, within the allowed range; ii) Incremental/decremental Mutation,
replaces a given weight value w by w + 1 or by w − 1 (with equal probabilities);
iii) Uniform crossover, a standard crossover operator [8].

The operators are all used to create new solutions with equal probabilities.
The selection procedure is done by converting the fitness value into a linear
ranking in the population, and then applying a roulette wheel scheme. In each
generation, 50% of the individuals are selected from the previous generation, and
50% are bred by the application of the genetic operators over selected parents.
A population size of 100 individuals was considered.

3.2 Optimization Approaches

Three distinct optimization approaches are compared, with the aim to optimize
OSPF weights in networks where both unicast and multicast demands are avail-
able. All these methods use EAs as the optimization engine. The first method is
a 2-step optimization process (2S), based on the proposal from Section 2.2
[13], that can be described as: i) the OSPF weights are optimized (using EAs)
to minimize congestion penalties (Φ∗) only taking into account the unicast de-
mands; ii) the bandwidths used for each link in unicast traffic are deduced from
the link capacities and iii) a second optimization process is conducted, where
a different set of weights is calculated from multicast traffic only, by running a
new EA with f(L1, L2) (Eq. 8) as the fitness function. This method can only be
used in the optimization of network congestion and assumes that a protocol that
allows multiple sets of weights, each for a distinct type of traffic, is deployed.
This is the case, for instance, of the multi-topology protocol MT-OSPF [10].

The remaining alternatives are based on the model proposed in Sections 2.3
and 2.4. Using this model, two different optimization approaches may be followed:
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Single topology (ST), i.e. a single set of OSPF weights is used for both types of
traffic demands and Multiple topologies (MT) , i.e. two sets of OSPF weights
are used, one for unicast traffic and the other for multicast demands. These two
methods can address both the problem of network congestion, where the fitness
function is simply Φ∗, calculated as shown in Section 2.3, as well as to optimize
both congestion and multicast end-to-end delays. In the latter case, the cost func-
tion is given by the Eq. 16 (in this work α was set to 0.5).

4 Experiments and Results

To evaluate the proposed algorithms, a number of experiments were conducted.
The experimental platform is presented in Fig. 2. All algorithms and the OSPF
routing simulator were implemented using the Java language. A set of 3 network
topologies was created using the Brite topology generator [7], varying the number
of nodes (N = 30, 80, 100) and the average degree of each node was kept (m = 4).
This resulted in networks ranging from 110 to 390 links. The link bandwidth was
generated by a uniform distribution between 1 and 10 Gbits/s. The networks
were generated using the Barabasi-Albert model, using a heavy-tail distribution
and an incremental grow type (parameters HS and LS were set to 1000 and 100).
Next, the unicast demand matrices (D) were generated (two distinct matrices
for each network). A parameter (Dp) was considered, representing the expected
mean of congestion in each link (values for Dp were 0.2 and 0.3).

The generation of the multicast traffic demands was based on the following:
Firstly, for each network the number of groups G was set equal to the number
of nodes. The root node for each group was randomly chosen from the set of
nodes (with equal probabilities). For each group, the number of receivers was
generated from the range [2, n/2], where n is the number of nodes. The set of
receivers Vg was created with the given cardinality, by randomly selecting a set
of nodes different from the root. Finally, the demand Mg was generated taking a
parameter (R) into account. R is defined as the ratio between the total multicast
demands and the total unicast demands. Given R and given the unicast demands,
a target is calculated for the total multicast demands. The group demands are
generated by dividing the target value by the different groups in an uneven way,
so that groups with different demands are created resulting in a more plausible
scenario. In the experiments, the value of R was set to 0.5.

For the generation of the delays for each group, the strategy was to calcu-
late the average of the minimum possible delay between the root node and all

OSPF Scenario #n

ComputingCluster

OSPF Routing Simulator

EA

OSPF Weight
Setting ModuleNetwork Generator

Brite Topology
Generator

Unicast and
Multicast
Demands

Fig. 2. Experimental platform for EA’s performance evaluation
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Table 1. Results for the optimization of the overall congestion

Nodes Demands (Dp) Metric ST MT 2S
30 0.2 Φ∗ 1.38 1.31 1.83

BOL 0 0 42
0.3 Φ∗ 3.32 2.83 7.78

BOL 257 128 875
80 0.2 Φ∗ 1.44 1.38 1.74

BOL 0 0 7
0.3 Φ∗ 2.63 2.50 3.97

BOL 227 247 821
100 0.2 Φ∗ 1.35 1.31 1.69

BOL 0 0 7
0.3 Φ∗ 4.51 3.18 4.54

BOL 2122 665 1113

receivers of the group. A noise value is added that can change this value by
±25%. A parameter (DRp) was considered, representing a multiplier applied to
the previous value (values for DRp in the experiments were 3 and 4). The termi-
nation criteria for all optimization approaches consisted in a maximum number
of solutions evaluated. This value ranged from 100000 to 300000, increasing lin-
early with the number of links. For all cases, wmax was set to 20 and 20 runs
were executed in each instance and the results presented are the means.

Two sets of experiments were conducted in the aforementioned instances,
regarding: (i) the optimization of the overall network congestion and (ii) the
simultaneous optimization of congestion and multicast end-to-end delays. The
results are given and discussed in the next two sub-sections.

4.1 Results for Congestion

In this case, there were 6 scenarios (3 networks, 2 values of Dp), 3 optimiza-
tion approaches (2S, ST, MT). Table 1 shows the results for this task. The first
column gives the number of nodes in the network; the second shows the de-
mand generation parameter (Dp); the third shows the performance metrics; the
remaining columns give the results of each approach.

A different perspective is shown in Figs. 3 and 4 where the congestion mea-
sure (Φ∗) for the three networks is plotted. In each plot, the two scenarios in
terms of demands are shown. The values are shown in a logarithmic scale, given
the exponential nature of the penalty function. It is clear from these results
that the 2S approach leads to sub-optimal results, in terms of overloaded links
and network congestion (visible both in the BOL and Φ∗). Both the MT and
ST show better results, being able to keep the network in an acceptable be-
haviour. When comparing ST and MT, the results are quite near, i.e. the gain
obtained by using MT is not impressive, although it increases with the value of
Dp (the problem is harder). In practical terms, this means that if the network
has lots of bandwidth resources and low demands, it is probably not worth to
pay the cost of deploying a multi-topology protocol. On the other hand, using
this kind of protocol allows the network to support higher demands with the
same resources.
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4.2 Results for Congestion and Delays

In this case, the number of considered scenarios increases to 12, since two values
of DRp are considered. The optimization approaches in this case are only MT
and ST, since the 2S method can not be applied in this case. The results of the
experiments are summarized in Tables 2, 3 and 4, for each of the networks. In
each table, the first two columns show the parameters Dp and DRp, the third
gives the metrics and the last two show the results of both algorithms.

A different perspective is shown in Figs. 5 and 6. In these figures a distinct
data representation is used, with the congestion values represented in the x-axis
and the delays cost values in the y-axis. As before, the white area represents the
acceptable working region, meaning that the proposed routing configurations are
able to support the traffic demands of the domain and simultaneously obey the
delay requirements of the considered multicast groups.

Note that in this perspective, acceptable OSPF configurations are expected
to be harder to find. As an example, for the the case of the multi-topology
approach, the OSPF weights devised to handle the multicast traffic are expected
to provide network paths able to support both the traffic demands and the delay
requirements of the multicast groups. In the same perspective, scenarios only
using a single level of OSPF weights will be faced with the challenge of finding a
single level of link weights able to induce both unicast and multicast paths able
to satisfy both the overall traffic demands and the multicast delays requirements.
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Table 2. Results for congestion and delay
optimization - network with 30 nodes

Demands (Dp) Delays (DRp) Metric ST MT
0.2 4 Φ∗ 1.65 1.38

BOL 2 0
γ∗ 1.36 1.12

0.2 3 Φ∗ 1.74 1.38
BOL 2 0
γ∗ 1.66 1.41

0.3 4 Φ∗ 7.35 3.62
BOL 985 211
γ∗ 5.05 1.32

0.3 3 Φ∗ 24.7 3.24
BOL 3039 162
γ∗ 1.91 1.54

Table 3. Results for congestion and delay
optimization - network with 80 nodes

Demands (Dp) Delays (DRp) Metric ST MT
0.2 4 Φ∗ 2.14 1.99

BOL 195 151
γ∗ 2.49 1.45

0.2 3 Φ∗ 3.15 1.54
BOL 449 0
γ∗ 4.85 1.75

0.3 4 Φ∗ 3.43 2.73
BOL 737 298
γ∗ 2.58 1.70

0.3 3 Φ∗ 5.84 2.50
BOL 2139 184
γ∗ 6.66 2.29

Table 4. Results for congestion and delay optimization - network with 100 nodes

Demands (Dp) Delays (DRp) Metric ST MT
0.2 4 Φ∗ 1.59 1.41

BOL 0 0
γ∗ 2.08 1.28

0.2 3 Φ∗ 1.85 1.44
BOL 15 0
γ∗ 7.36 2.10

0.3 4 Φ∗ 5.09 3.21
BOL 2715 809
γ∗ 3.55 1.92

0.3 3 Φ∗ 14.1 3.93
BOL 7437 1356
γ∗ 17.3 3.90

Taking into account the results of Figs. 5 and 6 some conclusions might be
drawn. As expected, scenarios assuming lower levels of traffic demands and delay
requirements (e.g. Dp = 0.2 and DRp = 4) present better QoS results in all of
the considered scenarios (both for the ST and MT approaches). In the same
perspective, for harder assumptions of network demands (e.g. Dp = 0.3 and
DRp = 3) most of the results show an increase in the congestion and delay
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costs. In particular, in scenarios with high levels of traffic demands and delays,
some of the ST results fall into the gray filled area of the figures, representing a
network behavior with some degree of packet loss and/or delay violations.

In addition, the effectiveness of the MT approach can be clearly assessed
observing the fact that results obtained from the MT approach are shifted to
the lower left corner of the figures (black squares), thus with lower values for the
congestion and delay cost functions when comparing to ST. It is also important
to note that even providing low quality results when compared with the MT
approach, the ST performance is still acceptable for a large part of the studied
scenarios. This allows to conclude that under low or medium network demands
the optimization framework presented in this work is able to find single topology
network configurations assuring a good overall QoS performance in the domain.

Finally, it should be highlighted the quality of the MT results in all the sce-
narios, independently of the difficulty levels of the demands. This means that
even if heavy traffic demands and strict multicast delay requirements are consid-
ered, acceptable QoS performances is obtained, corroborating the viability and
effectiveness of the proposed optimization framework.

5 Conclusions

The optimization of OSPF weights brings important tools for traffic engineer-
ing, without demanding modifications on the basic network model. This work
presented EAs for routing optimization in networks with unicast and multicast
demands. Resorting to a set of network configurations and unicast/ multicast de-
mands, it was shown that the proposed EAs were able to provide OSPF weights
that can lead to good network behaviour, in terms of the overall network per-
formance, as well as regarding multicast end-to-end delays.

The proposed approach was favourably compared to a 2-step optimization
procedure, proposed in previous work, that leads to sub-optimal results in terms
of network congestion and overloaded links. The advantages of using a multi-
topology protocol in these scenarios were also studied and it was concluded that
these are most advantageous when the network resources are limited.
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The main contribution of this work is the capability of optimizing the OSPF
weights considering all factors involved (i.e. all types of traffic). Using the
proposed methods, the network administrator can decide if a multi-topology
protocol is needed or simply use a standard implementation of OSPF.
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Abstract. Multihoming Intelligent Route Control (IRC) plays a signif-
icant role in improving the performance of Internet accesses. However,
in a competitive environment, IRC systems may introduce persistent
route oscillations, causing significant performance degradation. In this
study, three design alternatives to cope with this issue are investigated:
Randomized Path Monitoring, Randomized Path Switching and History-
aware Path Switching. The simulation results show that Randomized
Path Monitoring is an effective alternative to Randomized Path switch-
ing when the sampling frequency is conservative. The results also indicate
that the use of a sophisticated IRC algorithm, such as history-aware path
switching, does not bring noteworthy benefits in terms of stability.

1 Introduction

Multihoming is a well-known technique to improve performance and reliability of
Internet accesses. It consists on increasing the Internet connectivity, by leasing
multiple broadband lines (e.g., Business DSL) from two or three ISPs (Internet
Service Providers). The use of multihoming allows stub ASs (Autonomous Sys-
tems) to experience a potential performance improvement of at least 40% [1].
In this context, Intelligent Route Controllers (IRC) are, thus, being increasingly
used by multi-homed stub ASs, as they provide a holistic way to solve their
traffic challenges by shifting traffic between ISPs [2,3].

Unfortunately, the use of IRC has a major weakness, that is, oscillations can
take place due to factors such as its intrinsic selfish nature, self-load effects, and
synchronization between the probes [4,5]. Specifically, the last two situations
were studied in [4]. As a solution, the authors proposed a set of IRC techniques
that might reduce IRC oscillations by adding randomness in the path switching
process. In this paper, we answer the following question adding randomness into
the sampling process or using path history to assist IRC decisions are effective
alternatives to refrain IRC oscillations?

The rest of the paper is structured as follows. Section 2 gives a brief overview
of the IRC algorithms explored in this study. Next, Section 3 presents the results
of the evaluation of these algorithms. Finally, the major conclusions of the work
performed are summarized in Section 4.

G. Pavlou, T. Ahmed, and T. Dagiuklas (Eds.): MMNS 2008, LNCS 5274, pp. 151–156, 2008.
c© IFIP International Federation for Information Processing 2008
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2 A Brief Overview of IRC Algorithms

Dynamic path switching is the key technique used by most available IRC systems
to get better end-to-end performance [2,3,4,6]. With this approach, the IRC
selects, in every routing cycle, the next-hop ISP to forward packets that has
the smallest value of the chosen performance metric. Obviously, IRCs need to
previously probe all the candidate paths by sending, for instance, ICMP and
TCP probes at a given frequency fi. In addition, the path selection performed
by IRCs must take into account end-to-end performance bounds, so that the
perceived application quality does not suffer degradation. For instance, the ITU-
Ts G.114 recommendation suggests a one-way delay bound of 150ms to maintain
high quality voice.

The work described in this paper seeks to answer the question about which is
the best approach to cope with the oscillations associated with IRCs. To achieve
this objective, three classes of IRC algorithms are investigated, as follows:

DLV (Deterministic Last Value) - DLV is the basic IRC routing algorithm. The
IRC selects as the best path, the path that has the smallest value of the
metric M(ti), computed in the last time slot ti. In other words, in DLV, the
path shifts are deterministic.

FSP (Fixed Switching Probability) - FSP adds randomness to the path switch-
ing process. In this case, the IRC picks the best path with a given switching
probability P ∈ [0, 1].

LpEMA (Low pass Exponential Moving Average) - LpEMA introduces a cer-
tain degree of path history in the IRC route decisions. To compute the actual
metric estimate ei, the IRC combines the previous metric estimate ei−1 and
the actual metric M(ti) using an adaptive Exponential Moving Average (see
Eq.(1)) [7]. Then, the IRC picks the best path, the path that has the smallest
metric estimate ei. {

ei = (1 − αi)ei−1 + αiM(ti)
αi = αmax

1

1+
|mi|

mnorm

(1)

where αi is an adaptive exponential weight, which is calculated using the
classical formula for low pass filter, mi is the gradient between two metric
samples (i.e., M(ti)−M(ti−1)

ti−ti−1
), and mnorm is the normative gradient calculated

over a given time window (e.g., 10 times the interval ti − ti−1).

3 Evaluation of IRC Algorithms

This section presents the performance evaluation of the DLV, FSP and LpEMA
Intelligent Route Control algorithms. The evaluation was performed on a J-
Sim simulation model for IRCs1. Two sampling processes were used to compare
the three algorithms, namely, a periodic sampling process (Periodic sampling)
and a pseudo-Poisson sampling process (p-Poisson sampling), with Ni samples
uniformly distributed over a slot of time t, afterwards referred as the window t.
1 http://www.j-sim.org/
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3.1 Simulation Setup and IRC Parameterization

The network topology was built using the BRITE2 topology generator and it
contains 100 ASs with a ratio of ASs to inter-domain links of 1:3. During the
tests, 300 IRCs sources send homogeneous traffic aggregates to remote prefixes.
Each traffic aggregate is composed of a fixed number of multiplexed Pareto flows
(i.e., VoIP flows) with Poisson arrivals.

The RTT bound for DLV, FSP and LpEMA is set to 300ms. In this study,
the results obtained with DLV are used as a reference for comparison with FSP
and LpEMA. The performance of FSP is studied under two different values
of the switching probability P (0.1 and 0.5). On the other hand, the LpEMA
configuration relies on αmax, typically ranging from 0.5 to 5. In this study, we
pick out a middle value for αmax (2.5).

To avoid the self-load effect [4], we combined latency and spare bandwidth
into a single metric, i.e., M = α1.latencyt+α2.

1
abwt

, where latencyt is the median
of the measured RTTs in a window t of 30s, and abwt is the estimated spare
bandwidth in the peering link during t. To facilitate the tuning of αi, i = 1, 2,
we adopted the framework in [6]. Finally, DLV, FSP and LpEMA use a route
threshold (Rth) set to 10, as common stability mechanism [6].

3.2 Comparasion of IRC Algorithms

Figures 1 to 6 illustrate two empirical Complementary Cumulative Distribution
Functions (CCDF) of the number of path shifts performed by the three IRC
schemes for two bin sizes, used to count the path shifts along the simulation.
If the probability of a number of Path Shifts (PS), in a bin, is greater than or
equal to x is high (i.e., P(PS in a bin≥ x) is high), it means route oscillations
are highly present in every bin. It must be pointed out that a line starting at a
value smaller than 1, means that a fraction of the bins do not have path shifts.

Three main conclusions can be drawn from the analysis of these results. First,
the comparison between the DLV and FSP shows that IRC oscillations can be
reduced by adding a certain degree of randomness in the route control decisions.
In fact, these results show similar trends of a previous study [4]. However, when
IRCs use the RTT performance metric rather than the loss rate metric, DLV
and FSP present a similar number of path shifts for path switching probabilities
below 0.5. This behavior might be explained by a weaker aggressiveness of the
RTT metric when compared to the loss rate metric used in [4].

Second, the results also show that the oscillations can be reduced by adding
a certain degree of randomness in the sampling process. In fact, figures 3 and 4,
illustrate that, for lower frequencies of sampling, DLV combined with p-Poisson
sampling performs better than when combined with periodic sampling. In par-
ticular, when f = 0.2Hz, DLV combined with p-Poisson sampling has a smaller
probability (20% smaller) to reach the same number of path shifts in a bin.
However, when the sampling frequency is higher, both DLVs perform similarly.

2 http://www.cs.bu.edu/brite/
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This arises from similar overlappings of the IRCs measurement windows, which
are also significant for p-Poisson when the sampling frequency is high.

Third, the results in figures 5 and 6 indicate the use of a sophisticated IRC
algorithm, such as LpEMA, may not bring any benefit in terms of the reduction
of oscillations. LpEMA can be viewed as a cascaded DLV and a low-pass filter
block, and so in theory it should reduce the number of path shifts. However, its
ideal tuning depends on the particular stability pattern of the network [7].

Figures 7 to 12 illustrate the CCDF distribution of the traffic latency. The
main conclusions of the analysis of these results are described next. First, the
results show that there is a correlation between the frequency of sampling and
the observed RTTs. More specifically, as the sampling frequency increases, the
probability of the traffic to experiment higher RTT also increases. This is even
more noticeable when RTT is smaller than 70ms. However, in case of Peri-
odic sampling, there is a clear turn-over point, and a long tail over 70ms, over
which higher frequency leads to smaller probabilities to get higher RTTs. This
characteristic is common to all IRC algorithms. Second, the results in figures 7
and 8 confirm that when DLV is combined with p-Poisson sampling, the traffic
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experiments a potential performance benefit of 20%, while a smaller number
of path shifts is needed. However, when the sampling frequency is high, the
improvement is negligible. Third, when changing the FSP probability P (from
P = 0.5 to P = 0.1) to reduce oscillations the effect on the RTT distribution is
negligible.
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4 Conclusions

In this paper, the evaluation of the three main classes of Intelligent Route Con-
trol algorithms was performed in order to find out which is the best alternative
to cope with the oscillations associated with this type of schemes. The results
showed that the addition of a randomness component to the route control pro-
cess drastically reduces the number of path shifts needed to meet the traffic
challenges. The addition of a randomness component to the path monitoring
mechanism is an effective alternative to this solution. However, the decision
to adopt a randomized path monitoring solution depends on the time scale
used by the IRC system to probe all candidate paths. In particular, short time
scales might hurt its effectiveness due to the overlapping of the IRC measure-
ment windows. Finally, the use of sophisticated IRC algorithms, such as history-
aware path switching, is questionable, since these mechanisms require additional
tuning, according to the particular stability pattern of the network.
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Abstract. Today the Policy-Based Management (PBM) approach is recognized 
as an efficient solution to simplify the complex task of managing and control-
ling networks. To this end, the IETF has introduced a reference framework to 
build PBM systems. However, this framework only addresses the provisioning 
of relatively long validity period services based on pre-defined SLAs (Service 
Level Agreements). Furthermore, very little work addresses the scalability 
properties of the instantiation of this framework in a real network. In our previ-
ous work, we presented an extension of the IETF PBM framework in order to 
support dynamic provisioning of short term services (end-system signaling) as 
well as an instantiation scheme that is scalable (distributed provisioning of edge 
routers). This instantiation scheme is based on the distribution of the provision-
ing process while keeping centralized only the parts that involve critical  
resources, namely the Bandwidth Brokerage.  In this paper, we propose an ex-
tensive analytical study of this extended architecture. The results of this work 
are intended to be used as a guideline to help network operators to design a 
scalable PBM system in order to offer to their customers’ services with QoS  
assurance in an on-demand basis. 

1   Introduction 

A major challenge in emerging multi-service, QoS-capable telecommunication  
networks is the deployment of high-quality multimedia applications. Both of network 
operators and end users are willing to offer and use multimedia communications with a 
large range of QoS-guarantees. To achieve this aim, an efficient control and manage-
ment of network resources are submitted to be the key issues in the telecommunica-
tions world. We argue that a combination of QoS signaling and Policy-Based  
Management (PBM) [1] is required to enable proper multimedia sessions.  

PBM aims to facilitate the management activity as it allows network administrators 
to define high-level objectives of network management schemes based on a set of 
policies. The latter is a set of pre-defined rules controlling network resources. Rules 
established by the network administrator, include actions to be triggered when a set of 
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conditions is fulfilled. PBM approach allows in its turn the translation of these high-
level rules to a set of low-level device-compliant configuration commands [2].  

In a previous work [3], we proposed a novel architecture that integrates QoS signal-
ing with dynamic per-session QoS provisioning. Thus, our proposed architecture was 
twofold. First, we proposed to transfer parts of the network management and control 
mechanisms to the user's terminal. This latter is rendered responsible, for each of its 
sessions, to generate QoS requests towards the PBM system and to wait upon the  
reception of request acceptance by this one. Then we proposed to distribute the  
resource provisioning process while keeping centralized only the parts that involve  
critical operations, namely the Bandwidth Brokerage. The performance improvement 
in terms of scalability of such architecture was demonstrated through practical experi-
ments. In this paper, we propose an extensive analytical study of this extended archi-
tecture. The results of our current work are intended to be used as a guideline to help 
network operators to design and dimension their scalable on-demand policy-based 
resource allocation system. So, this later will allow them to offer to their customers 
services with QoS assurance in an on-demand basis. 

As far as we know, the only contribution to the specification of an analytical model 
for PBM systems is the one proposed in [4]. This analytical study aimed at demonstrat-
ing that a dynamic PBM architecture could be scalable according to the size of the 
administrative domain. This work is without doubt very interesting however the hy-
potheses of the authors are not realistic. Indeed, their analysis did not take into account 
numerous practical constraints related to the implementation of the PBM architecture, 
and it also ignores the fact that the critical resources cannot be distributed. This means 
that when wishing to dimension a PBM system for real networks, the analytical model 
proposed in [4] cannot be used. Conversely, we design in this paper an analytical 
model that depends closely on functional constraints and we compare it to real  
experiments showing its accuracy to model a real system.   

The rest of this paper is organized as follows: Section 2 introduces our previously 
proposed architecture. Section 3 develops the analytical model and analysis of our 
architecture. The dimensioning formulas for on-demand policy-based resource alloca-
tion systems are presented in Section 4. This is followed by the description of the  
deployment strategy to be used by network operators. Finally, Section 6 concludes the 
paper and presents some future works.  

2   Scalable On-Demand Policy-Based Resource Allocation 

It appears nowadays that management systems following the PBM architecture are 
neither responding to operators’ scalability issues nor to customers needs. In fact,  
customers are willing to dynamically request network resources depending on their 
instantaneous needs and without having to contract a SLA for a long period of time. 
This tendency is confirmed by the forthcoming 3G IP Multimedia Subsystem 
(IMS)/Multimedia Domain (MMD) [5] network architecture. Indeed, this architecture 
is evolving toward including per-session resource management and control using poli-
cies. However, from the operator perspective, the integration of dynamic resource 
allocation to the existing IETF’s PBM architecture is not feasible at a large scale.  
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In order to overcome these limitations, we proposed in a previous work [3] a novel 
solution for on-demand policy-based resource allocation in IP networks. This solution 
aims to distribute the decision making operations among several distributed PDPs. 
Therefore, the PBM architecture has been decomposed into a set of functional com-
ponents. The idea of this decomposition is to identify which components represent 
critical sections in the decision-making process. Once this phase achieved, the  
solution consists on proposing a new instantiation model where non-critical compo-
nents are distributed according to none functional requirements (such as performance 
objectives, network size, etc.). Hence, the impact of critical operations on the overall 
management system performances is minimized. To maintain the consistency of the 
decision-making process, critical operations are kept centralized. These operations are 
identified as those operations that need to access to critical resources (shared informa-
tion, common databases, etc.) in the system. 

The critical operations in our framework were identified as those related to the 
bandwidth brokerage. All other operations related to decision making appeared as 
replicable. Based on these statements verified in our previous work [3], we propose to 
keep centralized the Bandwidth Brokerage while distributing all other functional 
components. Fig. 1 presents in details our framework (Fig. 1(b)) and its instantiation 
(Fig. 1(c)), and shows its differences with the IETF’s PBM framework (Fig. 1(a)).  

As our objective was to demonstrate its scalability features, we both realized a 
complete implementation of our proposed framework. The practical experiments 
highlighted the scalability property of our approach. These experiments also permitted 
to identify the effect of each component of the framework on the overall performance 
of the management system. A detailed description of our proposed architecture and its 
practical performance evaluation can be found in [3]. 
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3   Analytical Analysis 

In order to understand the behavior of our architecture, we have developed an analyti-
cal model. Our main goal in designing this model is to understand the problem  
analytically and to try to provide network operators with a dimensioning tool to help 
them to design their system efficiently. First, we will describe the components and 
characteristics of the analytical model, then we will apply this model to practical 
experiment results and compare them, in order to validate our model.  

3.1   Analytical Model 

Based on the instantiation schema presented in Figure 1(c), we deduce that all the 
customer requests follow the same path: (1) PDP processing, (2) Local Policy Reposi-
tory (LPR) access (LDAP), (3) bandwidth brokerage, and if there is enough resources 
(positive response from the Bandwidth Broker): (4) configuration of the appropriate 
edge router, (5) service completion, and (6) resource release (access to the BB and to 
the adequate edge router). According to this we specify the queue network model 
shown in Figure 2. 

The first queue (P), which represents local processing at a PDP, is composed of C 
parallel independent servers, each of which corresponds to one connection controlled 
by a PDP. The aim is to study the scalability of the framework, i.e. to compute the 
maximum value of C before reaching system instability (i.e. here we are interested in 
the limits of the system). Each server serves the requests at a certain rate. We have 
chosen an exponential1 distribution which is fairly representative of the real world. 
As we are interested in the number of active connections in the system, the number of 
PDPs has no effect on the model design. Each PDP handles a part of these connec-
tions and C represents the total value. 

The second queue (L) characterizes the LPR access. This queue is also composed 
of C parallel independent servers, since an LDAP server is able to handle the requests 
in parallel. For the same reasons as for the PDP service time modeling, the service 
time of the LPR is modeled as an exponential distribution. The number of LPRs has 
no effect on the model design, either. 

The third part of the model (B) represents the bandwidth broker. It is a single 
server queue, as the BB processes the requests sequentially, and it should be noted 
that there is only one BB in the system. Its service law is approximated by an  
exponential distribution.  

The fourth part (the N parallel queues) symbolizes the set of configurable edge 
routers in the operator network. We assume that these routers are targeted equitably 
by customer requests (probability set to 1/N). Each edge router is modeled as a single 
server queue and its service time is approximated by an exponential distribution. For 
high values, the edge router number (N) has no significant impact on the performance 
of our system (this assertion will be argued later). 

                                                           
1 The reason for choosing the exponential distribution as the service time is that all our experi-

ments have shown that the mean and the standard deviation values are close enough for both 
PDP and LPR. Indeed, the characteristic of this distribution is that its standard deviation is 
equal to its mean. 
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The next queue (S) characterizes the effective service time, i.e. the time necessary 
for a user to complete the desired service. Finally, the last queues (W and F) represent 
the waiting time between two consecutive requests from the same customer (initiated 
using the same QPS connection). The Queue F is visited in the case of a blocked call 
(Failure: insufficient resources to satisfy the client request), while the queue W is 
visited after a successful call. 

After service completion, the system should release the reserved resources, which 
represents another access to the BB and the corresponding edge router. Consequently, 
the outflow of the edge router queues is connected to both the service and waiting 
queues, with the same probability: 1/2. Also, depending on the available resources, 
the Bandwidth broker may accept or reject the client request. Thus, the outflow of the 
BB queue is divided into two different paths with a blocking proportion: ‘α’. This 
latter depends on the call blocking probability (p), and is calculated as follows: 

First, let us redefine the relevant parameters: 

p: The call blocking probability. 
α: The blocking proportion at the outflow of the Bandwidth Broker queue in the 

proposed model. 

>< IT : The throughput of the queue <I>, with { }F  W,S, R, B, L, P,∈I . Note that, in 
the steady state and for each queue in the network, the input and output throughputs are 
the same. TR corresponds to the aggregated throughput of the N Parallel queues (R). 

Then, based on the queue network flows in the steady state, we extract the  
following equations: 

SLB TTT +=  

( ) BR TT ×−= α1  

2
R

S

T
T =

 

 

Fig. 2. Analytical model of the PBM system 
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Also, based on the definition of the call blocking probability, it is obvious that:      

( ) PS TpT ×−= 1    with:   
LP TT =  

Finally, from the previous equations, the following formula is extracted: 

p

p

−
=

2
α  

(1) 

This proposed model is a BCMP model and can be solved as a product form solu-
tion [8]. As we are interested in the scalability performance of such a system, we have 
studied the system in the worst case, by assuming that each customer disconnecting 
 

from the system is immediately replaced by a customer entering the system. Thus, the 
resulting model is a closed queue network, where inputs and outputs are removed. 

3.2   Test-Bed Results 

In order to validate our analytical model, we compare its results to those obtained 
using practical experiments. To that end, an integrated test-bed containing all our 
architecture entities has been implemented. The BB, the PEP, the PDP, and the signal-
ing protocol have been implemented using Java 1.5. The policy repository and its 
replicas (LPRs) are instances of the LDAP repository, in which the management  
information is modeled using CIM. The management information replication and  
updates are handled automatically by LDAP [9]. In addition to PBM components, 
specific Linux-based traffic conditioning software has been used to enforce the QoS 
decisions (traffic classification and packet marking) in the Linux-based edge routers. 

As shown in Figure 3, the obtained practical results demonstrated that the overall-
system delay is always below the ITU-T recommended signaling-delay limit [6]  
and that the system throughput is higher than the 200 req/s as recommended by the 
ITU-T [7]. For a detailed performance evaluation of our architecture the reader can 
refer to [3]. 

From the practical experiments using our test-bed, we have determined the median 
value of the PDP’s mean service time, which is set to 7ms. Similarly, the LPR mean 
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Fig. 3. Average response time as a function of system throughput 
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service time is set to 40ms and the edge router configuration mean time is fixed to 
35ms. For the BB, the mean time necessary to process a request is equal to 2,25ms 
(

Bµ ). Finally, the obtained value for the call blocking probability (p) is equal to 4.6%. 

This value is extracted from the practical evaluation during the stable state. 

3.3   Instantiation and Validation of the Model  

In addition to the values obtained from experimental results and depicted above, we 
chosen the following values to validate our model: the number (N) of edge routers is 
set to 58 (as assumed in the test-bed). For the BB, the mean time necessary to process 
a request is equal to 2,25ms (

Bµ ). The service execution time and the waiting times 

are assumed to follow an exponential distribution with a mean equal to 2 minutes 
(

Sµ ), 5 minutes (
Fµ ) and 15 minutes (

Bµ ) respectively. The ‘α’ parameter is com-

puted using the call blocking probability value (p) and is equal to: 2.35%.  
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Based on the analytical model, which is a BCMP model, it is possible to compute 
the different scalability and performance parameters of the proposed framework. The 
parameters which are essential for our study are (1) the average response time, which 
is the delay time to be served by the PDP, the LPR, the bandwidth broker and, if  the 
call is accepted, the appropriate PR PEP queues respectively, and (2) the effective  
system throughput calculated as the number of requests correctly served per second 
(TP). These parameters are calculated for different values of C, the number of custom-
ers (connections) in the system. Therefore, this value is increased until the system 
reaches an unstable state. 

The analytical results are represented by the curves in Figure 4(a-b) and we see that 
the instability point corresponds to a value of C = 230,000 concurrent connections. 
The average response time remains low enough (less than 150 ms) when the  
connection pool is under 220,000. Beyond this number, the average time increases 
very quickly and reaches values of several seconds. At the same time, effective 
throughput increases linearly until it reaches its maximum value which coincides with 
the instability point, and then it remains steady. From this, we can conclude that the 
maximum throughput of our system is about 227 effective requests per second and the 
value obtained is in concordance with the result obtained in the test-bed.  

In the last experiments, we fixed the number N of edge routers, PR PEPs, in the  
system to 58. In some cases, this value may have a perceptible influence on the scal-
ability performances of the architecture. So, to deal with this assertion, we vary the N 
value in the range [3 … 21] and compute the maximum connection number (stability 
threshold) for each of them. The obtained results are shown in Figure 4(c). When the 
N value is less than 16, it has a direct impact on the scalability of the system. How-
ever, beyond this point, the two parameters become completely independent. This can 
easily be explained by the fact that the provisioning operations of each edge router are 
in fact critical sections. Hence, for a low number of edge routers, the time between the 
arrivals of two consecutive provisioning decisions within the same edge router is very 
low. For a high number of edge routers, which is the case for most of the 1st and 2nd 
tier ISPs, the bottleneck of the system is clearly the BB. All the scalability and  
performance parameters are strongly dependant on this latter.  

Furthermore, in order to validate the proposed analytical model and all the  
corresponding results, we have compared these results with the test-bed results pre-
sented in section 3.2. We can see that the results are very similar (Figure 4(d)). This 
Figure presents the average response time to requests plotted as a function of the 
effective system throughput (the number of accepted requests per second). In the case 
of the analytical results, the curve is simply inferred by combining curves (a) and (b) 
of Figure 4, in which we only consider the stable state of the system (i.e. throughput 
values below 227 req/s). We see that the performance values obtained in each case are 
very close. Therefore, we can confirm that the proposed analytical model is represen-
tative of the performance of the entire system and can therefore be used as a  
dimensioning tool to calculate the capacity of the system to handle allocation requests 
while ensuring the ITU-T maximum response time boundary of 6s and the stability of 
the system. 
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4   Analytical Results and Dimensioning Formulas  

Based on the analytical model presented above, we target here to extract relevant 
dimensioning formulas, which can act as a simple guideline for the instantiation of the 
PBM system.. Indeed, the main objective of our study is to provide these relevant 
dimensioning tools, since we have already identified the behavior of each component 
as well as the bottleneck of the proposed architecture. More precisely, in the subse-
quent study, we target the following scalability parameters: (1) MaxT : the maximum 
effective throughput of the system and (2) MaxC : the maximum capacity of the system 
(i.e. maximum number of active customers before reaching instability). Indeed, these 
two parameters will be the basis of our system design and dimensioning tool.   

First, let us define and organize all the flow equations of our model (the queue  
network flows):  
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Previously, we have shown that the bottleneck of system is the bandwidth broker 
or the PR PEPs, depending on the number N of edge routers. Consequently, the maxi-
mum throughput of the system, which is designated by: ( Max

P
Max TT = ), is dependant on 

these components. Since the BB and the edge routers are modeled as single server 
queues, we have: 

If the BB is the bottleneck: 
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Also:  ( ) BR TT ×−= α1  
Thus, based on these definitions, we can extract the following condition on our  

system: 
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Furthermore, based on the flow equations in 2, the maximum throughput of the 
system is defined by: 
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When applied to our test-bed, these formulas (equations 3 to 5) show the following 
result: If (N > 15), the bottleneck of the system is the BB and, in this case, the maxi-
mum effective throughput is  req/s 227=MaxT . 

Also, the number of active connections (customers) in the system can be defined as:  

{ }F  W,S, R, B, L, P,   ∈=∑ >< INC I
 

With: 
><IN : The mean number of customers in the queue <I>. 

However, if we assume that most of the customers are in the service and waiting 
queues during the steady state, the number of customers can be approximated by: 
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Consequently, the maximum capacity of the system is defined as follows: 
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In order to validate this approximation, we initiated a comparison with the results 
obtained using the analytical model previously presented. The curve (a), in Figure 5, 
shows the impact of the mean waiting time on the maximum system capacity, while 
the curve (b) focuses on the impact of the mean service time of the BB. In all cases, 
the results, obtained using the approximation formula (equation 6), are very close to 
the exact values (the analytical model values). 
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Fig. 5. Maximum capacity of the system (number of connections) shown as a function of (a) the 
average waiting time, (b) the average service time of the bandwidth broker: Analytical Model 
vs. Approximation Formula 

5   Deploying a Scalable PBM System 

From the proposed analytical model and the previous dimensioning formulas, it is 
possible for an operator, once he has characterized the behavior of their customers in 
terms of average service duration ( )Sµ  and average waiting time between two con-

secutive requests for the same customer ( )FW µµ , , to calculate the maximum number 

of active connections that will be supported by the PBM system. However, in order to 
instantiate this architecture in a real network, the operator also needs to determine the 
number of PDPs (respectively LPRs) to deploy physically in the network. The number 
of PDPs depends on the capacity of each instance to process a certain number of ac-
tive connections simultaneously. Of course, this delay depends on the frequency of 
resource allocation requests issued by the QPS PEP and the hardware architecture  
of the device that is supporting the PDP software. We have conducted a number of  
experiments to highlight the evolution of the processing performance of the Manage-
ment Center (PDP+LPR) on a particular platform according to the number of active 
customers (i.e.  The number of customers currently connected to the PDP). 

The test-bed includes an instantiation of the PDP and the LPR on two different 
computers running on a Linux-based OS. Each of them has the following characteris-
tics: RAM=512Mo, CPU=P4-2489Mhz, Cache Memory=512Kb. Each PDP is con-
nected to 58 edge routers. Each connected customer generates a resource allocation 
request every minute (this is deliberately high but in the reality it should be lower).   

The results of these experiments are illustrated in Figure 6, which shows how the 
processing performance of the Management Centre evolves with the increase in the 
number of active customers. From this figure we see that the PDP is able to manage 
efficiently up to 7,000 active customers without any real loss of performance. With 
this load, the system doesn’t use the memory swap and the RAM usage increases 
linearly with the number of connected customers. In addition, the mean CPU usage  
ratio of the PDP is around 12%. When the customer pool is below the 7000 limit, the 
Management Centre service time is always below 100ms with a mean of about 45ms 
(this is approximately the same value used in the analytical study: ( )LP µµ + . 
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Fig. 6. PDP performance vs. PDP load 

Above this number of active customers, the experiments show long service times. 
This is principally due to the high usage of the physical memory and the need for the 
system to start swapping. At this point, the system is in an unstable situation and the 
Management Centre service delay increases significantly with the number of active 
customers. According to these results we can consider that, for this hardware architec-
ture, the maximum number of active customers a particular PDP with this particular 
hardware can support efficiently is 7,000.   

From these results and the analytical study, we can provide a very simple guideline 
for the instantiation of the PBM system. Depending on customers’ behavior (average 
service duration and average waiting time between two consecutive requests), the 
analytical model gives the maximum capacity of the PBM system (i.e. maximum 
number of active customers). Let MaxC denote this maximum capacity. This capacity 
can be expressed in terms of the number of necessary PDP devices. According to the 
experiments, the number of PDPs needed should be equal to 000,7/MaxC  (if using the 
same hardware architecture as in the experiments). If, for example, an operator  
expects to have a maximum of 220,000 active customers and if he is willing to pro-
vide a Voice over IP service and let’s say that in this case the average duration of a 
phone session is min2=Sµ  and the average time between two consecutive calls for 
each customer is min15=Wµ  , then the number of PDPs to instantiate will be 
220,000/7000 ≈ 32 PDPs. This means that if the operator deploys one BB and 32 
PDP, and provides the customers with the QPS PEP software, he will provide a  
scalable and stable on-demand policy-based resource allocation system until it 
reaches 220,000 active connections. This number does not represent the number of 
customers, which can be much greater, since not all the customers are active at the 
same time. No doubt, numerical performance can be enhanced using more advanced 
hardware. 

6   Conclusion and Future Work 

In this work, we have presented an analytical model for an on-demand policy-based 
resource allocation and provisioning system for stateless IP networks. Our objective 
behind this work is to use this analytical model to derive dimensioning formulas to be 
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used to design such systems. As it stands, the performance of the system depends on 
the performance of the BB as well as the underlying PDP instantiations. Using these 
results, we also proposed a simple approach to calculate the number of PDPs to  
deploy in the system and ensure the targeted scalability feature. Both the derived 
dimensioning formulas and the deployment rules can be used by network operators as 
a design tool for their on-demand policy-based resource allocation and provisioning 
system.  

As for future work, one point that can be considered is the design of a distributed 
scheme for the dynamic assignment of PDP to the customers (QPS PEP). This  
dynamic assignment should necessarily deal with the balancing of load among PDPs 
and the limitation of the load within each PDP to a desirable value (i.e. to a maximum 
of 7000 connections per PDP for our plate-form implementation).  
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